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Chapter 1 
Introduction 

The optical quality of the human eye is mainly determined by the 
geometrical and optical properties of two elements, cornea and 
crystalline lens. The cornea accounts for two-thirds of the optical 
refractive power, while the crystalline lens provides approximately one 
third of the total static refractive power of the eye, and it is the 
responsible for accommodation. Accurate description of the geometry 
of the eye’s optical components is particularly critical for 
understanding their contribution to optical aberrations.  
The geometrical properties of the cornea have been previously studied 
due to its accessibility. Until recently, knowledge of the geometry of 
the lens was limited to in vitro studies, while in vivo data were referred 
in most cases to axial properties, such as the thickness or central radius 
of curvature. Videokeratography, or interferometric techniques have 
been used to characterize the anterior cornea, while optical (Purkinje 
and Scheimpflug) and non-optical (Ultrasound biomicroscopy and 
Magnetic Resonance Imaging (MRI)) techniques have been used to 
characterize several aspects of the crystalline lens.  
Optical Coherence Tomography (OCT) is one of the most versatile and 
promising imaging techniques of the anterior segment of the eye, due to 
its high resolution, and the possibility of imaging the anterior and 
posterior cornea, the iris and the crystalline lens over a large cross- 
sectional area.  The images provided by OCT show high contrast and 
high axial resolution. However, the data obtained are not quantitative 
since the OCT is affected by two sources of distortion: Fan and 
refraction distortion.  
This thesis solves key problems of calibration, image analysis and 
quantification of OCT anterior segment imaging, providing for the first 
time fully quantitative OCT based corneal topography, crystalline lens 
surfaces topography and three-dimensional anterior segment biometry. 
The developed methodology is applied to normal subjects and to 
keratoconic corneas before and after implantation of Intracorneal Rings 
Segments (ICRS). 

In this chapter we present background and state of the art of ocular 
anterior segment OCT technology, an anatomical review of the 
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structures of the anterior segment, a brief description of the applications 
of the developed technology for quantitative imaging in patients 
(keratoconus and its treatment by intrastromal ring segments, and 
intraocular Lens (IOL) implantation). 

1.1 Motivation 
This thesis addresses the study of the geometry of the eye, in particular 
the anterior segment, by developing devices and methods to provide 
quantitative data on the geometry and biometry of the cornea and lens. 
Accurate measurement of cornea and lens geometry and biometry is 
crucial in the understanding of ocular optical quality and to provide 
better diagnostics and treatment.  
Anterior segment characterization is limited only to various commercial 
instruments, which provide images of anterior and posterior corneal 
surfaces and quantitative geometrical information of the cornea. 
However, there are not commercially available instruments that provide 
crystalline lens information. Scheimpflug imaging, which allows 
acquisition of cross-sectional images of the cornea and lens with the 
proper correction and validation, is able to provide quantitative 
geometrical features and topographic maps of the cornea, as well as 
radius of curvature and asphericity of the lens surfaces. The shape, 
location and phakometry of the crystalline lens have been reported in 
vivo and in vitro using different imaging techniques. Radii of curvature, 
tilt and decentration of the lens have been measured using Purkinje and 
Scheimpflug imaging. In addition to optical techniques, the anterior 
chamber of the eye can be imaged through non-optical imaging 
techniques such as ultrasound and Magnetic Resonance Imaging. These 
non-optical techniques allow visualization of the entire crystalline lens 
and its neighboring ocular structures. However, these are either 
invasive or time-consuming imaging methods, with significantly lower 
resolution than optical techniques, which impose major problems (low 
acquisition speed, motion artifacts or low sampling density), which 
prevent quantifying the crystalline lens geometry with high accuracy.  

Even though Optical Coherence Tomography (OCT) is a versatile 
imaging technique of the anterior segment of the eye, since it provides 
high resolution and high contrasted large cross sectional images, the 
data collected by OCT are no quantitative since the system is subject to 
two types of distortions: fan and optical (refraction). Fan distortion is 
inherent to the architecture of the sample arm of the OCT and it is 
highly dependent of the separation of the rastering mirrors and of the 
location and focal of the lens. Optical distortion is produced when a 
structure is imaged through other refractive surfaces. Those distortions 
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cause inaccuracies in the reconstruction of the geometrical aspects of 
surfaces which need to be compensated to obtain quantitative data. 

Quantitative biometry is essential in many areas of physiological optics 
(i.e. customized eye modeling understanding of the structural changes 
in the crystalline lens during accommodation and aging, crystalline lens 
gradient index of refraction reconstruction, etc...) and ophthalmology 
(i.e. changes in the anterior and posterior corneal topography after 
refractive surgery or after Intracorneal Rings segments for keratonus 
treatment and pre-operative biometry in the evaluation of cataract 
surgery. 

1.2 Background of Optical Coherence Tomography  
1.2.1. Definition 
Optical coherence tomography (OCT) is a non-invasive, non contact 
imaging technique for high resolution, cross-sectional imaging of 
quasi-transparent media. OCT uses low-coherence interferometry to 
produce images from the light backscattered from tissue structures. An 
OCT image can be described as a collection of partial coherence 
interferograms (PCI), achieved using a scanning device to sweep the 
sample 
1.2.2 Partial Coherence Interferometry 
Partial coherence interferometry (PCI) was first used in a 1-D optical 
technique called Optical Coherence Domain Reflectometry (OCDR). It 
was first reported in an application for inspection of fiber optic cables 
or network components [Younquist et al, 1987, Takada et al, 1987]. 
The same concept of PCI was later demonstrated to measure the axial 
length of the eye by Fercher and co-workers in 1988 [Fercher et al, 
1988].  
The basic principles of operation of PCI rely on the interferometric 
properties of broadband light sources to find the optical distances. An 
optical probe directs a low-coherence light beam to a sample surface, 
which sends reflected light signals back to the interferometer. The back 
reflected light coming from each arm (sample and reference) produces 
an interference signal that is recorded as a depth profile (A-Scan).  
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Figure 1.1. Schematic diagram of a partial coherence interferometer implemented in 
a Michelson configuration in air.  

The most popular OCT interferometer implementation is based on a 
Michelson interferometer configuration, with a light source, a beam 
splitter, a reference mirror and a detection unit, composed of a detector 
unit (photoreceiver), a signal processing unit and computer, as main 
elements. A stationary field U  produced by the low coherence source, 
is split in two arms, with two amplitudes, UR  and US .  

The back reflected light from the sample is recombined with light from 
the reference arm by the beam splitter and it is led to a photoreceiver. 
The intensity at the detector plane can be described by Equation 1.1 as 
a combination of direct current (DC) term denoted by IDC (intensities 
from reference IR  and sample arm IS ) plus an alternate current (AC) 
denoted by IAC . The DC term results from the average temporal 
amplitude from the sample and reference arm, while the AC part 
expresses the difference in optical path of the two arms.  

 

I !( ) = IDC + IAC = IR + IS + 2! UR
"rR( )US

* "rS( )
where ! = "rR "

"rS c
Eq.1.1 

where !  is the time difference produced by the spatial shift between 
arms, calculated as the spatial difference divided by the light speed c . 
Performing some algebra the AC part of the intensity can be expressed 
using the complex degree of coherence definition µRS !( )  provided by 
Equation 1.2.  
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µRS !( ) =

UR
!rR( )US

* !rS( )
IRIS

Eq.1.2  

Physically speaking the IAC  term can be seen as a narrow band signal 
(Equation 1.3), since it is the product of the band-limited signal 
µRS !( )  and a carrier cos 2!"0 #$( ) , where,  is the central 

frequency of the light spectrum and  is the phase difference.  

IAC = 2 IRIS µRS !( ) cos 2"#0! $%( ) Eq.1.3  

 
Figure 1.2. Interferometer and backscattered radiation (Single and multiple back 
reflected light). 

When the sample arms of a PCI device illuminates a medium composed 
by a population of scatterers (Figure 1.2), the light strikes on a scatterer 
generating a scattering wave [Bohren et al, 1983, and Tsang, 2000], 
where part of the radiation is backreflected towards the collecting lens. 
Depending on the scattering properties of the sample tissue, single or 
multiple scattering can occur. The amount of light that reaches the 
detector depends on the nature (volumetric or surface) of scattering, on 
the reflectivity, size, position shape and concentration of the 
backscatter elements, on the irradiance level of the light at every point, 
and on the power spectrum of the light source used for illuminating the 
sample. Therefore, the AC intensity can be described as the sum of two 
components (Equation 1.5):  The first term corresponds to a sinusoidal 
function with a frequency proportional to the path-length difference 
between the reflector and reference arm, and its amplitude is 
proportional to the modulus of the complex degree of coherence for 
every scatter. The second term is related to the so-called structure 
factor, which accounts for the scattering properties of the material. For 
random scattering the interference is destructive and the effect is 
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negligible. For tissue, this contribution is generally not negligible and it 
reduces the amount of back-reflected light. 

 

 

IAC !( ) = 2 IRIS
n( ) µRS

(n) !( ) cos 2"#0! n $%n( ) +
n
&

2 ! US
(n) "rS(n)( )US

(m)* "rS(m )( )'
(

)
*

n+m
&

n
&

Eq.1.4  

1.3. Overview of different OCT modalities 
OCT technology can be classified according to its detection process: 
directly from the detection unit in the case of the Time Domain, and 
through the Fourier transform in the case of spectral or swept source 
OCTs. The most important OCT modalities include: Time-Domain 
OCT (TD-OCT), Spectral-Domain OCT (SD-OCT) and Swept source 
(SS-OCT). Time-Domain OCT technology is more intuitive to 
understand, and most early research and commercial instrumentation 
were based on this technology. Fourier-Domain OCT, SD-OCT and 
SS-OCT are rapidly replacing the Time-Domain technology in most 
applications because it offers significant advantages in sensitivity and 
imaging speed 
1.3.1 Time Domain OCT (TD-OCT) 
In TD-OCT the location of scatters in a sample is observed by 
generation of interferometric fringes at the detector as the reference 
reflector position is axially translated (Figure 1.3). The back reflected 
signal is provided by a number of scattering centers that are embedded 
in a homogeneous medium.  TD-OCT is generally implemented as 
Michelson interferometer with a broadband light source (femtosecond 
laser, super luminescence diode [SLD]) in the illumination channel. 
Light is divided in two channels by a beam splitter defining two arms, 
the reference and the sample arm. The reference arm is composed of an 
axial scanning mirror, while the sample arm is configured with a 
transverse scanning system for sweeping the sample and an optical 
system for focusing the light on the sample. The backreflected light 
from both arms is recombined by the beam splitter and directed to a 
single detector. The resultant interference is electronically filtered and 
stored in the computer. 
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Fig 1.3. Schematic diagram of a TD-OCT based on a fiber optic Michelson 
interferometer. 

As it has been introduced before, the envelope of the interferometric 
fringes changes as the path length difference is varied. The peak of the 
envelope signal is located at the path length-matching place.  Assuming 
that the spectral component of the light can be modeled as a Gaussian 
function, the complex degree of coherence can be expressed in terms of 
the Optical Path Difference (OPD) as (Equation 1.5): 

µRS OPD( ) = exp !
" #$%
2c ln 2

OPD&
'(

)
*+
2,

-
.
.

/

0
1
1
exp ! j2"%0

OPD
c

,
-.

/
01

Eq.1.5  

where  represents the spectral width of the source in the optical 
frequency domain, and !0 is the central optical frequency of the source. 
The Gaussian envelope, i.e. the modulus of the complex degree of 
coherence, is modulated in amplitude by an optical carrier. The peak of 
this envelope locates a backscatter center. The amplitude of the peak 
will depend on the nature (volumetric or surface), the reflectivity, the 
size, the position and shape of the backscatter element, as well as, on 
the irradiance level of the light at this point and on the wavelength. The 
interference of both partially coherent light beams can be expressed in 
terms of an interference term for every position of the scanner 

 
!,"( ) . 

Replacing the complex degree of coherence in the AC intensity of 
Equation 1.4 and neglecting the structure factor the Equation 1.5 takes 
the following form (Equation 1.6): 
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IAC !,",OPD( ) = 2 IRIS
(n) exp #

$ %&'
2c ln 2

OPDn
(
)*

+
,-
2.

/
0
0

1

2
3
3n

4

%exp # j2$'0
OPDn

c
.
/0

1
23

Eq.1.6  

The influence of the bandwidth is illustrated in Figure 1.4, for two 
Gaussian spectra (5 nm, and 20 nm bandwidth) showing how the 
location where a scattering event occurs is determined. 

 
Figure 1.4. Influence of the bandwidth of the spectrum in the determination of the 
sample position. The AC component obtained for a Gaussian spectrum with a 5-nm 
bandwidth (a) a 20-nm bandwidth (b). 

This Equation is valid for a quasi-static mirror that travels along the 
axial axis. The detectors used in TD-OCT are photodiodes, i.e. 
broadband sensors with noise distributed along all their bandwidth 
[Frieden, 1985]. The sources of noise are: shot, thermal (or Johnson) 
noise and excess noise depending on the sensor type (photodiode or 
avalanch photodiode) [Agrawal, 2002, Osche, 2002, and Ramawasmi, 
2002]. Essentially, the dependence of the noise is linear with respect to 
the irradiance impinging on the detector, with the frequency of the 
noise inversely related to noise power. As the signal provided by the 
scatterers is very weak, the time domain OCT typically uses the 
heterodyne optical detection. This technique is very common in 
coherent optical communications [Agrawal, 2002] to remove the noise 
and to amplify weak optical signals. It consists of the combination of a 
weak signal with a frequency !0  with a strong local oscillator with a 
different optical frequency !1  to obtain a beat or intermediate 
frequency !1 "!0 . This provides a benefit in terms of gain since: (1) 
The amplitude of the down-mixed difference frequency can be larger 
than the amplitude of the original signal itself; (2) The difference 
frequency signal is proportional to the product of the amplitudes of the 
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local oscillator and signal electric fields. Thus, the larger the local 
oscillator amplitude, the larger the difference-frequency amplitude. 
Hence, there is gain in the photon conversion process itself. In terms of 
noise reduction, one of the advantages of heterodyne detection is that 
the difference frequency is generally far (in a spectral sense) from the 
potential noise radiated during the generation of either the signal or the 
local oscillator signal. Thus, making the spectral region near the 
difference frequency relatively noise-free. Hence, narrow electronic 
filtering near the difference frequency is highly effective at removing 
the remaining, generally broadband, noise sources. The application of 
heterodyne detection to OCT is straightforward, assuming that the local 
oscillator is the reference arm and the weak signal to be amplified is the 
reflected signal from the sample. The simplest way of achieving a 
heterodyne detection is by inducing a Doppler effect by scanning 
axially one arm of the interferometer, so that the frequency of the 
modulation is controlled by the speed of scanning. The Doppler-shifted 
optical carrier has a frequency expressed by Equation 1.7 

fD = 2!0"S
c

Eq.1.7  

where  !0
 is the central optical frequency of the source, ! s is the 

scanning velocity of the pathlength variation, and c is the speed of 
light.  

Depending on the speed of the axially scanning mirror, the beat 
frequency falls in the electrical domain, which allows applying standard 
analogical band pass filters for isolating a very small region, what 
improves the SNR, since less power spectrum of noise is taken into 
account. Besides, the "law square" property of photodetectors prevents 
the requirement of performing a Hilbert transform, so that only a 
rectification of the signal is needed (changing the signal from positive 
to negative). The heterodyne detection is illustrated in Figure 1.5, 
where the signal as it is produced by the photoreceiver is shown 1.5.a. 
Figure 1.5.b shows the electrical signal after a narrow bandpass filter, 
and Figure 1.5.c shows the rectification operation. 



 10 

 
                               (a)          (b) 

 
(c)  

Figure 1.5. Signal produced by the photoreceiver of a TD-OCT b) Electrical signal 
after a narrow band bass filter. C) Signal result after the rectification process. 

1.3.2. Fourier-Domain Optical Coherence Tomography 
Fourier domain OCT (FD-OCT) was first demonstrated in 1995 by 
Fercher [Fercher et al 1995]. In contrast to TD-OCT, the setup involves 
a reference arm held fixed. The optical path length difference between 
sample and reference reflections is encoded by the frequency of the 
interferometric fringes modulating the power spectrum of the light 
source. Regardless of whether the spectrum is sampled in position 
across an array detector or in time, the frequency of the interferometric 
fringes as a function of spectrum encodes the location of the scatterer, 
with increasing frequency corresponding to larger optical path length 
mismatches. Two configurations have prevailed in Fourier domain 
systems: spectral domain (SD-OCT) uses a grating to spatially disperse 
the spectrum across an array-type detector [Wojtkowski et al, 2003, 
Häusler et al, 1998, and Park et al 2005], and swept source (SS-OCT) 
where a narrow band laser is swept across a broad spectrum, encoding 
the spectrum as a function of time [Chinn et al, 1997, Yun et al, 2003, 
and Choma et al, 2005].  
Spectral Domain OCT 
The SD-OCT essentially consists of a Michelson interferometer, which 
uses a broadband light source to produce the partial coherence 
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interferometry, and a spectrometer for decoding the spectral 
interferogram. The basic configuration of a spectrometer is shown in 
Figure 1.6, and it consists of a diffraction grating to separate the 
spectrum of light, of a lens to collect the dispersed light and of a linear 
array sensor (linear CCD or CMOS camera).  

 

Figure 1.6. Schematic diagram of a sOCT based on a fiber optic Michelson 
interferometer. 

If a population of n scatters is illuminated by an incoming beam, as in 
the PCI, the measured interferometric signal is the combination of n 
interferograms multiplied by the source spectrum. The resultant 
interferogram can be expressed as the sum of two non-interferometric 
spectral artefacts or DC terms, a cross correlation term, and an 
autocorrelation artefact. 

I k( )! S k( ) IR{ + IS(n)
n
" + 2 IR IS(n)

n
" cos 2kOPD( ) +

2 IS(n)IS(m) cos 2kOPD( )
n#m
"

n
"

Eq.1.8  

where I k( )  is the detector photocurrent being k = 2! " ,  the 
source power spectral density, IS  the intensity from the reference arm, 
IS(n)  the backscattered intensity of the nth scatter, and OPD  is the 
optical path difference. The back-scattered axial profile can be obtained 
performing a Fourier transform. The procedure is illustrated in Figure 
1.6 for a collection of three scatters located at different points of a 
depth profile. The mathematical properties of the Fourier transform 
allow the estimation of an A-scan, where each delta-function 
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corresponds to the depth location of a sample reflector. As a 
consequence of the symmetry properties of Fourier transform, a 
complex conjugate image is generated.  
Swept Source OCT 
The SS-OCT is based, as the Spectral Domain, in Wolf’s solution to the 
inverse scattering problem, but instead of encoding the frequencies in 
space they are encoded in time. This allows overcoming the main 
drawbacks of the SD-OCT, which are the sensitivity drop-off, and the 
resolution imposed by the finite size of the pixels of the camera, which 
removes the contribution of the higher frequencies. The setup 
essentially consists of a Michelson interferometer, which uses a narrow 
band laser, which is swept in time across a broad spectrum, for 
producing the partial coherence interferometry, and a photodetector for 
converting the temporal encoded light into an A-scan (Figure 1.7).  

 
Figure 1.7. Schematic diagram of a SS-OCT based on a fiber optic Michelson 
interferometer. 

In SS-OCT the wavenumber is parameterized in time by using the 
relationship between wavenumber and time. Assuming a starting 
wavenumber k0 , the temporal variation can be expressed as the central 
wavenumber plus the contribution of the non-linear sweeping speed: 
k t( ) = k0 + t dk dt . Introducing this definition in the previous 
expression for the interference and performing some algebra, the terms 
can now transformed as a function of time as follows:
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Eq.1.9  

where the angular frequencies !S
(n) =OPD(n) dk dt  are the instant value 

of the cross-correlation, and !S(n) = k0OPD(n)  is a non-dimensional 
parameter that expresses the phase shifting produced by a scatter 
centre. The variable !S

(nm) =OPD(nm) dk dt  represents the instant value 
of the auto-correlation between scatters. Finally, !S(nm) = k0OPD(nm) is 
the phase shifting introduced by the distances between scatter centers. 
As in SD-OCT, the depth profile is obtained by means of a Fourier 
Transform, but now using the conversion between time and 
wavenumber, similarly, an echo artefact image is produced, which 
needs to be removed. 

1.3.3 Comparative performances of different OCT modalities 
Choma et al [Choma et al, 2003] developed a comprehensive analysis 
of the sensitivity of the different OCT modalities, and concluded that 
Fourier Domain OCT technologies are 20-30 dB more sensitive than 
TD-OCT. However, it is important to note that the theoretical SNR gain 
of SS-OCT and FD-OCT compared to TD-OCT derived above rests 
upon the assumption of shot noise-limited detection in each detection 
channel. The effective gain of current SD-OCT systems working with 
CMOS cameras, in comparison with TD-OCT is 10 dB, instead of the 
20-30 of the theoretical gain. This lower sensitivity is due to the use of 
CMOS cameras in the detection process, which are faster than other 
detector types, but their higher readout noise reduces the theoretical 
gain in SNR. This it is not the case of the SS-OCT, since it uses PIN 
detectors for detection and the increase in sensitivity is maintained. 

In terms of speed, as FD-OCT does not have any scanning mirror, the 
mechanical limits present in the TD-OCT technology are overcome, 
producing acquisition speeds hundreds or even thousands times larger 
than in TD-OCT. As example, the maximum acquisition speed of TD-
OCT is around one thousands of A-Scans/s, while for the Fourier 
Domain the speed can reach more than one hundred thousands A-
Scans/s.  
However, Fourier Domain technologies have some drawbacks. In the 
case of the SD-OCT the main drawback is the sensitivity drop-off. The 
SNR drop-off in SD-OCT systems is caused by the finite wavelength 
resolution during the signal acquisition. In the SS-OCT systems, the 
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linewidth corresponding to each wavenumber is so small that this factor 
can be neglected. The SNR drop-off in SS-OCT systems is mainly 
caused by the nonlinearities in the wavenumber scan. Usually the 
nonlinearities in the swept source are not conspicuous, so the SNR 
drop-off is not prominent, and therefore can be ignored over the depth 
scan range. SS-OCT is the fastest, more extended scan range and with 
the highest sensitivity, although its main drawback to date is the 
intrinsic instability of the light sources. 
1.4. Anterior segment optics and anatomy 
The two main optical element of the eye (cornea and lens) refract the 
light, projecting images of the outside world onto the retina. From an 
anatomical point of view the anterior segment can be defined as all the 
former structures preceding to vitreous body of the eye (Figure 1.8): 
The tear film, cornea, iris, ciliary body and the lens. The cornea and 
crystalline lens project the images of the outside world onto the retina. 
The diameter of the incoming beam of light is controlled by the iris, 
which contracts and dilates when needed (myosis and mydriasis).  

 
Figure 1.8. Anatomical cross-section of the anterior segment of the eye. 

1.4.1 Tear film 
The tear film can be defined as the liquid layer covering the cornea and 
conjunctiva. Its thickness can be considered between the range from 7-
10 "m [Kaufmann, 1998, and, Prydal et al, 1992a]. The effective 
refractive index of the tear film is generally taken as 1.3367 [Prydal et 
al, 1992b]. Functionally speaking, the lipid layer helps to create a 
smooth outer layer thanks to the mechanical stability provided by the 
superficial tension of lipids that fills in the irregularities of the cornea, 
increasing its optical quality. Besides, it traps and flushes out foreign 
bodies and chemicals, and reduces the surface friction associated with 
eyelid blinking and eye movement. Finally, lipids preserve the liquid to 
be evaporated. 
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1.4.2. Cornea 
The cornea is a quasi-transparent tissue (since it has no blood vessels) 
vault-shaped window placed at the front of the eye. It is composed of 5 
main layers: epithelium, Bowman’s membrane, stroma, Descemet 
membrane and endothelium (Figure 1.09). The cornea contributes to 
around two thirds of the power (around 40 diopters) of the relaxed eye. 
Although the anterior corneal surface is not a smooth surface due to its 
cellular structure, an optically smooth surface is achieved with a very 
thin tear film, which covers the cornea. The posterior surface of the 
cornea is less important in optical terms and subtracts around 6 diopters 
to the power of the cornea due to the lower refractive index in the 
aqueous humor.  

 

 

 

 

http://files.fuchssupport.info/DLEK_definitions.htm 

Figure 1.09. Histology of cornea section, with its five layers: Epithelium, Bowman’s 
layer, Stroma (Subtantia propia), Descemet Membrane and Endothelium. 

Refractive Index 
The refractive index of the cornea is considered generally as 
homogeneous with an accepted value of 1.376. Some authors have 
addressed the change of corneal refractive index with wavelength 
[Sivak et al, 1982] or described the cornea as a gradient structure. [Patel 
et al, 1995 and Barbero et al, 2006]. 

 
Corneal Shape 
The average shape of the cornea is a not spherical meniscus but flattens 
in the periphery. It is commonly accepted that its shape can be 
represented as a conic [Atchison, 2000b], or a conicoid in 3D. 
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Equation 1.10 provides the analytical expression for a conicoid 
[Malacara, 1988], where ! are the polar coordinates, z is the axial 
coordinate, R is the radius of the surface and Q the conic constant. 

! " 2zR+ 1+Q( )z2 = 0 Eq.1.10  
The cornea has been widely studied due to its accessibility. The first 
studies were performed on anterior corneal surface with keratometers. 
First proposed in 1779 by Ramsden, this device can only be applied to 
a very limited and central region of the cornea. Later in 1864 Donders 
provided the first anterior corneal data in males and females. Later, 
other authors used different generations of keratometers to characterize 
the anterior radius of the cornea [Sorsby et al, 1957, Kiely et al, 1982, 
Guillon et al, 1986, Patel et al, 1993 and Lam et al, 1997]. In 1948 
Stenstrom published a study based on Roentgenology, using X-rays, to 
determine the axial length of the eye and the radius of curvature of the 
anterior surface of the cornea. Also slit-lamps have been widely used 
for evaluating the anterior and posterior corneal radii [Lowe and Clark, 
1973, Dunne et al, 1992 and Garner et al, 1997] founding similar radii 
for the anterior corneal radius. Finally, Dubbelman et al used a 
Scheimpflug camera provided with correction algorithms to 
compensate the refraction of the anterior corneal surface [Dubbelman et 
al, 2002]. Placido disk based videokeratoscopes are the most widely 
used devices clinically today to measure corneal shape. The technique 
was first introduced by Javel in 1884 as an attempt to increase the 
sampled cornea area in comparison with keratometers. Later Studies 
from reported average central corneal power of 43.50D±1.50D 
[Dingeildein et al 1989, Bogan et al 1990 and Rabinowitz et al in 
1996]. Table 1.1 summarizes, in chronologically, reported values of the 
anterior corneal radius of curvature and asphericity using different 
devices. 
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Table 1.1. Chronological summary of anterior corneal shape reports 

Author Year Method Number of Eyes Radius 
(mm) 

Asphericity(Q) 

38 females 7.80 
Donders 1864 Keratometer 

79 males 7.86 

- 

 

Stenstrom 1948 Roentgenology 1000 7.86±0.26 - 

Sorsby 1957 Keratometer 194 7.82±0.29 - 

Townsley 1970 - 350 - -0.30 

Mandell 
and St 
Helen 

1971 - 8 - -0.23 

Lowe and 
Clarck 1973 Slit Lamp 92 7.65±0.27 - 

Kiely 1982 Keratometer 176 7.72±0.27 -0.26 ±0.18 

Guillon 1986 Keratometer 220 7.77±0.25 -0.15 ±0.2 

Slit lamp 7.77 - 
Royston 1990 

Purkinje 
15 

7.77 - 

Bogan 1990 Placido disk 212   

Patel 1993 Keratoscope 20 7.68±0.40 -0.01±0.25 

Eghbali 1995 Videokeratoscope 41 7.67±0.20 -0.18±0.20 

Rabinowitz 1996 Placido disk 195 7.75±0.25 - 

Lam 1997 keratometer 60 7.80±0.25 - 

Douthwaite 1999 Videokeratoscope 98 7.86±0.27 -0.21 ±0.10 

Dubbelman 2002 Scheimpflug 83 7.87± 0.27 -0.18±0.18 

 

There are few studies in the literature evaluating the posterior corneal 
shape. Some studies reported values using a slit-lamp [Lowe and Clark, 
1973 and Royston et al, 1990], a larger number of studies used the 
Purkinje imaging to estimate the posterior radius of curvature and in 
some cases the asphericity [Royston et al, 1990, Dunne et al 1992, 
Edmund et al, 1994 and Garner et al, 1997]. Other studies using 
modified keratometers reported values of radius and asphericity. 
However, the most comprehensive study was performed by Dubbelman 
where a corrected Scheimpflug camera for optical distortion was used 
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to provide the values of posterior radius and asphericity [Dubbelman et 
al, 2002]. Table 1.2 summarizes, in chronologically, reported values of 
the posterior corneal radius of curvature using different devices. 

Table 1.2. Chronological summary of posterior corneal shape reports. 

Author Year Method Number 
of Eyes 

Radius 
(mm) 

Asphericity(Q) 

Lowe and 
Clarck 1973 Slit Lamp 92 6.46±0.26 - 

Slit lamp 6.35 - 
Royston 1990 

Purkinje 
15 

6.40 - 

Patel 1993 
Keratometer & 

Pachymetry 
20 5.81±0.41 0.42 

Dunne 1992 Purkinje 80 6.44 0.36 

Edmund 1994 Purkinje - 6.71±0.23 0.35 

Garner 1997 Purkinje 120 6.42±0.31 - 

Lam 1997 Modified 
keratometer 60 6.51±0.40 0.35 

Dubbelman 2002 Scheimpflug 83 6.40 ± 
0.28 0.38±0.27 

 
Corneal Thickness 
Corneal central thickness has been widely studied using different 
clinical instruments and techniques. Average reports from 
Ultrasonography range from 545 and 555 µm [Lackner et al, 2005, 
Amano et al, 2006 Hashemi, 2007 and Kim et al, 2007]. Scanning slit 
cameras provided average values from 527 to 580 µm. Clinical 
Scheimpflug camera provided ranges from 534 to 561 µm [Buehl et al, 
2005, Lackner et al, 2005, Amano, 2006, Rosa et al, 2007, Kim et al, 
2007, Matsuda et al, 2008, Menassa et al, 2008, Doors et al 2009 and 
Bernilla et al, 2009]. Anterior segment OCT has also used for this 
purpose providing an average value of 525 µm [Kim et al, 2008]. 

1.4.3 Iris 

Overlying the lens, the iris is a structure made of thin elastic tissue with 
an opening in the center which is surrounded by a circular muscle 
called a sphincter [Gold et al, 2010]. It is responsible for controlling the 
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diameter and size of the pupils and the amount of light reaching the 
pupil. In response to the amount of light entering the eye, muscles 
attached to the iris expand or contract the aperture at the center of the 
iris, known as the pupil. The backside of this tissue is made up of cells 
containing brown pigment which acts to absorb light as well as prevent 
its scattering within the eye. As the pupil gets smaller in bright light, 
optical quality is primarily affected by diffraction and to a lesser extent 
by the optical aberrations of the eye. [Campbell et al, 1960].  There is 
also a relationship between the pupil size and the accommodation. As 
pupil size is reduced, the amplitude of accommodation is increased, 
approaching a fixed intermediate resting focus corresponding to 
approximately 1 m [Hennessy et al, 1976].  

1.4.4. Lens 
Histologically, the lens consists of three components: capsule, 
epithelium, and lens substance (Figure 1.10). The crystalline lens is 
composed of multiple layers of long, fiber cells that originate from the 
equator and stretch toward the poles of the lens. At the point where the 
cells meet, they form suture patterns. In the human, the embryonic lens 
has “Y” sutures, but as it ages, the suture patterns in the new layers 
become increasingly more complex, forming suture patterns that have a 
starlike appearance [Koretz et al, 1994].  

 
Figure 1.10. Illustration of the histology of the crystalline lens, including its layers: 
Epithelium, Anterior Capsule, Cortex, Nucleus, Sutures and posterior capsule.  

The crystalline lens is a biconvex lens with aspheric surfaces. The lens 
is contained in the capsule which is a transparent membrane attached to 
the ciliary body by the zonules. In the crystalline lens, there is a layer of 
epithelial cells that extend from the anterior pole to the equator. This 
lens epithelium is responsible for the continuous growth of the lens 
throughout life with new epithelial cells forming at the equator. These 
cells elongate as fibers, which under the capsule and epithelium, meet 
at the sutures of the lens originating its characteristic onion-like layered 
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structure. The different concentration of a type of proteins produces 
changes in the refractive index across layers, being modeled modeled 
as a gradient index of refraction and commonly named as GRIN.  From 
the beginning of 20-th century this change in refractive index has been 
introduced in model eyes  [Helmholtz, 1924] using the values reported 
by Freytag among others [Freytag, 1907].  Different models have been 
proposed to describe this gradient index as, for instance, a large number 
of shells with different curvature [Pomerantzeff et al, 1971] or by 
modeling  the crystalline lens with elliptical or biellipitical models that 
have been used [Smith et al, 1991, Atchison et al, 1995, and Al-Hadali 
et al 1995]. A later study proposed a parametric model where anterior 
and posterior hemispheres did not intersect at the equator but on a 
conicoid surface [Navarro et al, 2007]. The GRIN has also been 
described by functions: the first study modeled it as a four free 
parameters of a power Equation [Smith et al. 1992], or as a fourth-order 
Equation [Goncharov et al, 2007], or by sinusoidal functions [Diaz et al 
2008 and 2011]. More recently, Campbell proposed the use of a shell 
model to account realistically the anatomy of the lens [Campbell 2010]. 
In 2010 Manns used a simple model similar power function to Smith 
[Manns et al, 2010]. Finally, de Castro introduced polynomial and 
power models together with genetical algorithms to estimate the 
variation of refractive index in humans lenses with aging from OCT 
images [de Castro et al, 2012], and found index variation ranged from 
1.434 to 1413 in the nucleus to 1.386 to 1.376 in the lens cortex with a 
monotonic decrease in the young lenses, and a plateau-like functionin 
the old lenses in agreement with previous mwasurements using 
Magnetic Resonance Imaging [Moffat et al, 2002b]. 
The first systematic studies of the shape of the in vivo crystalline lens 
were performed using phakometry systems. Most previous phakometric 
techniques were limited to the estimates of radii of curvature either 
from indirect measurements of light reflections from the lens surfaces 
(Purkinje imaging). Several algorithms [Smith and Garner, 1996; 
Garner, 1997] have been proposed to estimate the radii of curvature of 
the anterior and posterior surfaces, as well as, tilt and decentration of 
the lens with respect to the pupillary axis of the eye. Different works 
[Wulfeck, 1955; Sorsby et al., 1961; Veen and Goss, 1988; Phillips et 
al., 1988; Mutti et al., 1992; Rosales and Marcos, 2006; Tabernero et 
al., 2006; Rosales et al., 2008; Atchison et al., 2008] have studied the 
shape, power, and tilt and decentration of the crystalline lens using 
Purkinje images.  

Scheimpflug cameras provide images of the full anterior segment. It is 
well known that the structures imaged through others suffer from 
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optical distortion. Correction of the images with the approximation of a 
constant refractive index in the lens have allowed the study of the shape 
of the crystalline lens and its change with age and accommodation 
[Brown, 1973a, 1974; Koretz et al., 1984, 2001; Dubbelman et al., 
2003, 2005b; Rosales et al., 2006a and b; Rosales and Marcos, 2009]. 
Magnetic resonance imaging [Koretz et al., 2004] and ultrasound-based 
techniques [Silverman, 2009] have also been used to evaluate the lens. 
However their resolution is typically too low to fully characterize lens 
shape quantitatively. 
In vivo measurements have shown that the anterior and posterior 
surface of the radii of curvature of the unaccomodated crystalline lens 
surfaces with age. This decrease is larger in the anterior surface 
(ranging values from around 12 mm in 20 year old subjects to 9 mm at 
70) than in the posterior (ranging 6.5 mm at 20 to 5.5 mm in 70 year 
old subjects). The thickness increases with age from around 3.5 mm in 
young subjects to more than 4.5 mm in old subjects. If the index of the 
lens was homogeneous, this would result in an increase of power of the 
lens, yet there is not a tendency for myopia (so called lens paradox 
[Brown, 1974]). The changes in the GRIN distribution with age may be 
the reason behind the effect [Moffat et al., 2002b]. Table 1.3 
summarizes in-vivo reported values of the radius of curvature of the 
anterior and posterior lens, using different techniques. 
Table 1.3. Chronological summary of studies about radius of curvature of in-vivo lens shape. 

Author Year Method Number 
of Eyes 

Anterior 
Radius (mm) 

Posterior 
Radius 
(mm) 

Lowe 1972 Slit Lamp 92 10.29±1.78 - 

Brown 1974 Slit Lamp 200 12.40±2.60 8.10±1.60 

Dubbelman 2001 Scheimpflug 65 9.00-14.00* 4.70-7.00* 

Scheimpflug 62 13.95±0.86 6.07±0.10 
Koretz 2004 

MRI 25 13.48±1.21 5.63±0.14 

Rosales 2006 Purkinje 46 10.95±1.10 6.7±0.8 

Scheimpflug 11.10±1.10 6.10±0.55 
Rosales 2006 

Purkinje 
17 

12.70-8.81 5.64-7.09 

 *Range of measurements 

The measurement of the asphericity of the lens surfaces in vivo is still a 
challenge since the image of the crystalline lens is limited by the 
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diameter of the iris. Phakometry is generally limited to radii of 
curvature measurements only. Scheimpflug imaging has additional 
pupillary limitations to the visualization of the lens posterior surface. In 
addition, posterior asphericity estimates are limited by the assumption 
of constant refractive index in the lens. As mentioned above, the 
resolution of MRI is poor to attempt conic fittings of the lens surfaces. 
Brown [1973a, 1974] published data obtained from Scheimpflug 
images and reported that the curvature of the anterior lens surface 
decreased towards the periphery, while the posterior surface steepened 
toward periphery. In a more recent work Koretz et al. [1984] found a 
good fit of the surfaces using parabolas. Dubbelman and van der Heijde 
[2001] found that both anterior and posterior surface were hyperbolic, 
i.e. lens surface steepened towards periphery. To our knowledge, only 
Dubbleman et al. [2001a and b] reported lens asphericity measured in 
vivo from Scheimpflug imaging, also providing age-related 
expressions.  

Equivalent Refractive index 
The equivalent refractive index of the crystalline lens can be defined as 
the refractive index of a homogeneous lens with the same shape and 
dioptric power of the crystalline lens. Glasser and Campbell found no 
age dependence of the in vitro lens equivalent refractive index [Glasser 
et al, 1998]. Borja measured the focal length of a crystalline lens in 
vitro using a commercial lens meter and a custom developed optical 
system based on the Scheiner principle and, despite significant 
variability, found a decrease in the equivalent refractive index, as a 
function of age [Borja et al, 2008]. The change of the index of the 
crystalline lens index of refraction indicates that the change of the 
crystalline lens optics with age is not only due to the change of its 
shape but also to changes in the GRIN distribution. The relative surface 
refractive contribution is still under discussion. Borja et al. found that 
surfaces contribute only with a 40% to total lens power. This 
percentage was found to be nearly constant for the different age groups. 

The in vivo equivalent refractive index was estimated in vivo in 
unaccommodated crystalline lenses with Scheimpflug [Dubbelman and 
van der Heijde, 2001] and Purkinje images [Garner and Smith, 1997; 
Atchison et al., 2008]. These studies also found a decrease in the 
equivalent refractive index with age, as reported in vitro. 
Accommodation 
First proposed by Helmholtz in 1855 [Helmholtz, 1855], the 
accommodation is an increase in the dioptric power of the eye that 
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enables the image of near objects to be focused on the retina. This is 
produced by the ciliary body releaving or releasing tension on the 
zonulae, connected to the elastic capsular bag which molds the lens into 
a more or less accommodative form. When the ciliary body contracts, 
the zonulae ligaments relax. This allows the lens to thicken, increasing 
the eye's ability to focus up close. When looking at a distant object, the 
ciliary body relaxes, causing the suspensory ligaments to contract. The 
lens becomes thinner, adjusting the eye's focus for distance vision. 
Studies in vivo on the change of the lens surfaces with accommodation 
[Koretz et al., 1984; Dubbelman et al., 2003, 2005a; Rosales et al., 
2006, 2008] showed average changes in anterior and posterior radii, 
from around 12 and 6.5 mm (relaxed accommodation) to 7.5 and 5 mm 
(fully accommodated lens) respectively, and changes in lens thickness 
of around 0.5 mm over a 6 D accommodative range [Glasser et al, 1998 
and 1999a,b].  
1.4.5. Anterior Segment conditions studied in this thesis. 
Ocular conditions and two specific treatments were monitored in this 
thesis, using the methods developed: Keratoconus and cataracts, and 
their treatment by intrastromal Rings Segments (ICRS) and 
Accommodative Intraocular Lenses (A-IOLs). 

 

 
                             (a)                                                 (b) 

Figure 1.11. (a) Illustration of the keratoconus disease. (b) Implanted Intracorneal 
rings segments in a keratoconic cornea. Courtesy of Nicolas Alejandre, Fundación 
Jiménez Díaz, Madrid. 

Keratoconus 
This corneal condition is characterized by progressive, asymmetric, 
chronic and usually bilateral corneal disorder that affects the shape and 
the structure of the cornea, causing significant reduction in visual 
performance (Figure 1.12a). The progressive change of corneal 
geometry, steepening of both corneal surfaces and thinning, alters the 
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optical properties of the cornea, resulting in increase of corneal 
aberrations and decrease of visual quality, [Rabinowitz et al, 1998]. 
The significant increase of corneal astigmatism is the consequence of 
changes occurring in the corneal surfaces and structure. The estimated 
prevalence is about 1 per 2000 in the general population. 
The hallmark of keratoconus is the presence of astigmatism and high 
order aberrations particularly coma, which cannot be corrected with 
conventional spectacles or rigid contact lenses. Patients in early stages 
of the disease are typically fitted with rigid contact lenses to 
compensate for the increase corneal asymmetry. In advanced stages, 
keratoplasty (corneal transplant) is frequently needed. Recently, 
alternative treatments aim at preventing or delaying corneal transplant. 
These include UV corneal collagen cross-linking and intrastromal ring 
(ICRS) implantation. Both treatments are under study in our laboratory. 
In Chapter 8, we evaluated patients implanted with ICRS (Ferrara et al, 
1995, Colin et al, 2000, Siganos et al, 2002 and Alió et al, 2002) 
(Figure 1.11b).  
Cataracts 
The age-related increase of crystalline lens opacification, known as 
cataract, occurs as a result of the increase of the molecular weight of 
the lens proteins [Benedek et al, 1971], which leads to increased light 
scattering, producing the loss of the contrast and visual performance 
(Figure 1.12a). 
In this thesis, the developed technology has been used to image and 
quantify the anterior segment of cataract patients, before surgery and 
after implantation of intraocular lenses. Cataract surgery has benefited 
significantly from technological advances.  While eliminating the 
intraocular diffusion produced by the cataract is still the reason for the 
procedure, advances in optical measurements and intraocular lens 
(IOL) design have improved refractive outcomes, with recent designs 
actually aiming at correcting the corneal spherical aberration (Figure 
1.12b). In addition to monofocal IOLs, advances have also been made 
in multifocal and accommodative IOL design. Accommodative lenses 
have been designed to allow vision at near, intermediate and far 
distances. These lenses rely on certain muscles in the eye to move the 
IOL forward and backward, thereby changing the focus.  

Previous in vivo addressed the impact of IOL tilt and decentration on 
optical quality and found that the optical quality it is greatly related on 
an actual combination of tilt and decentration is critical, suggesting that 
the conclusions raised from in vitro models or computer models are of 
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limited value in they do not consider real measurements. Customized 
computer eye models built using individual anatomical data from 
patients allow accurate optical predictions and understanding of the 
contributing factors to optical degradation in eyes implanted with IOLs. 
In this regard, the capability of extracting topographies and biometry 
from the 3D data provided by the customized eye models. These 
accurate parameters are of particular interest in the evaluation of 
accommodative IOLs as it will be presented in chapter 10 of this thesis.  

(a)                                                 (b) 
Figure 1.12. (a) Photograph of a patient with a cataract. (b) Implanted Intra ocular 
lens used to replace the cloudy lens 

1.5. State of the art of anterior segment imaging. 
There is a broad range of instruments capable of offering data from the 
anterior segment. In what follows we provide a brief review of existing 
technologies, currently used to quantitatively assess the optical and 
geometrical properties from the anterior segment of the eye.  

1.5.1 Biometry 
The axial length of the eye and the anterior chamber depth, along the 
foveal axis, are generally measured with ultrasound or low coherence 
interferometry. These measurements are widely used in the clinical 
practice, in monitoring refractive error development, as well as in 
cataract surgery planning, as an accurate estimation of axial length is 
key for optimal selection of IOL power  
Ultrasonography: The physical principles that rule the ultrasounds 
technique [SantoDomingo-Rubido et al, 2002] rely on generating an 
acoustic wave typically at 10 Mhz. As the wave passes through the eye 
it strikes at the different interfaces present on the ocular tissue. The 
speed of the wave depends on the density of the medium, the stiffer the 
medium is the faster the wave is propagated. The amplitude of the echo 
depends on two factors: the relative difference of densities between 
media and the orientation of the interface with respect to the 
propagation vector of the wave. There are two ways to perform the 
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ultrasonography, by immersion (the gold standard) with a reported 
accuracy up to 0.03 mm at best, and by contact, with reported accuracy 
of 0.1 mm. Figure 1.13 shows an example of an A-Scan obtained by a 
clinical instrument. 
Optical biometry: The physical principles that rule the device, a 
partial coherence  interferometer, have been discussed in larger depth in 
section 1.2 [Fercher et al, 1988]. As discussed the accuracy depends on 
the bandwidth of the light source, but commercial devices reported 
accuracies of 0.02 mm. Figure 1.13 shows an example of an A-Scan 
obtained by the IOL Master. 

 
Figure 1.13. Example of an A-Scan obtained from an IOLMaster. 

1.5.2 Anterior segment characterization 
Purkinje: Purkinje images are reflections of the light from anterior and 
posterior corneal surfaces, first and second, Purkinje images (PI and 
PII), and from anterior and posterior crystalline lens surfaces, third and 
fourth Purkinje images, (PIII and PIV). Purkinje images I, III and IV 
can be captured by imaging the eye’s pupil, as they are formed close to 
the pupillary plane. Purkinje imaging has been used to measure the 
radii of curvature of the crystalline lens (phakometry), as well as to 
measure tilt and decentration of crystalline and intraocular lenses. 
Purkinje-based IOL misalignment measurements rely on the proved 
assumption that there is a linear relationship between of the positions of 
the Purkinje images and the eye rotation [Barry et al, 1994a and b, 
Rosales et al, 2006a and b]. Figure 1.14.a shows the optical lay-out of a 
Purkinje imaging system. Figure 1.14.b picture shows the Purkinje 
images reflected by the anterior segment of a pseudophakic eye. 
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                                    (a)          (b) 

Figure 1.14. a) Optical schema of a Purkinje imaging system. b) Picture of the 
different Purkije images reflected by the anterior segment of the eye. Adapted from 
Rosales and Marcos (2006a) 

1.5.3 Corneal Measurements 
There is a variety of instruments that provides information on the 
curvature or power of the cornea. These measurements are key for IOL 
calculations, refractive surgery or contact lens fitting. The most 
widespread instruments include keratometers, Videokeratoscopy, and 
scanning slit rastering. 

Keratometers 
In these instruments the estimatation of corneal curvature are based on 
the reflection of 2 or more paracentral points, typically 6, on the cornea 
separated 3-4 mm. Then, the anterior corneal curvature is derived from 
the convex mirror formula, while the corneal power is estimated 
empirically based on Snell’s law of refraction.  

Videokeratoscopy 
First proposed by Placido in 1880 and later incorporated by Gullstrand 
on his ophthalmoscope [Gulstrand, 1896]. This technique consists of 
projecting black-white disks on the cornea recording the contour lines. 
The reconstruction of the local elevation (and curvature) is performed 
by means of triangulation techniques. Knoll et al. [Knoll et all, 1957, 
knoll et all, 1961] introduced a hemispherical surface for the rings (Fig. 
1.15.b). Campbell [1997] placed the hemisphere with its center of 
curvature at the center of the cornea. A camera acquiring images the 
reflected coaxial rings with variable width and spacing, with radial 
lines all passing through the center of the photographed rings, the 
profiles of several meridians are reconstructed.  
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Scheimpflug-based topographers 
First proposed by Scheimpflug in 1904, Scheimpflug systems take 
advantage of the geometric rule that describes the orientation of the 
plane of focus of an optical system (such as a camera) when the lens 
plane is not parallel to the image plane. These devices use one or more 
special cameras to achieve greater depth of focus and thus sharp images 
of the anterior segment. In a normal camera, the 3 planes of the object, 
lens, and image are all parallel. However, in the Scheimpflug camera, 
these planes are rotated so that they intersect at a single point or plane 
to enable greater depth of field. When the slit image is on the cornea, it 
splits into a specular reflection and a refracted beam that penetrates the 
corneal surface and is scattered by the tissue of the cornea. An image of 
the backscattered light from the anterior segment light is formed by an 
observing imaging system. A Scheimpflug camera records images of 
the anterior segment of the eye by rotating the slit to obtain cross-
sections across 25-50 meridians and reconstructing the maps of the 
structures. Typical commercial instruments allow cataract 
densitometry, tomography, anterior chamber analysis, as well as 
corneal maps (pachymetry, topography and elevation of both the 
anterior and posterior surfaces of the cornea). However, since the 
magnification is not constant and each surface is seen through the 
previous refractive surfaces, the images of the crystalline lens suffer 
geometrical and optical distortion. Correction of the images with the 
approximation of a constant refractive index in the lens allowed the 
study of the shape of the crystalline lens and its change with age and 
accommodation [Brown, 1973a, 1974; Koretz et al., 1984, 2001; 
Dubbelman et al., 2003, 2005b; Rosales et al., 2006; Rosales and 
Marcos, 2009]. Figure 1.15 shows an image obtained with a 
Scheimpflug camera. 

 
Figure 1.15. Shows an image obtained with a Pentacam camera. Adapted from 
Rosales and Marcos (2006b) 

the anterior lens radius obtained with Scheimpflug and
Purkinje imaging MF is 0.36 T 0.76 mm, and EE is 0.13 T
0.77 mm.
Figure 2A shows the anterior lens radii of curvature

obtained from Scheimpflug measurements versus those
obtained from Purkinje imaging using the EM
theorem. Solid symbols are for Purkinje imaging data using
individual biometric data of anterior chamber depth and lens
thickness, and open symbols are for Purkinje imaging data
using fixed data from the model eye. Similarly, Figure 2B
shows the same data, but with Purkinje imaging using the
MF algorithm. In Figure 2, vertical error bars represent
individual variability (standard deviation) for repeated
Purkinje imaging anterior radii estimates. Average
(across-participants) standard deviation for repeated
measurements was 0.5 mm. This variability arises from
an average measurement variability in h3 (separation of
PIII double images) and h1 (separation of PI double
images) of 0.11 mm in both cases. Horizontal error bars
represent individual variability for repeated Scheimpflug
imaging (and was 0.10 mm on average).
Slopes and correlation coefficients of a linear regression

between anterior radii from Scheimpflug and Purkinje are
very similar in all cases (slope ranging from 0.752 to 0.827,
and r from .58 to .60), and the correlation is statistically
significant in all cases ( p G .0001). In an ANOVA for
repeated measurements, the difference across the entire
sample was not statistically significant using the EM (for
both individual biometry, p = .221 and model eye biometry,
p = .231). This statistical test found differences for the MF
( p = .003 and p = .011 for individual and model eye
biometry, respectively). On an individual basis, we found
statistically significant differences in the anterior radii of
curvature between techniques in 4 of the 46 eyes (using

individual biometry) and 10 eyes (using model data), with
the EM procedure, and 7 and 11 eyes using respectively
using the MF.
Table 2 shows posterior lens radii (average T SD and

range) obtained from Scheimpflug and Purkinje imaging
(with the MF and EM and individual phakometry, I, or
model eye data, LG, respectively). Unlike results for the
anterior lens, posterior lens radii of curvature from the MF
and EM are significantly different (the EM clearly over-
estimating the data). The average (TSD) difference between
the posterior lens radius obtained with Scheimpflug and
Purkinje imaging MF is j0.57 T 0.58 mm, and EE is
j1.47 T 0.84 mm. The difference is not increased when
using nonindividual data (j0.42 mm) Table 3.
Figure 3 shows posterior radii of curvature from

Scheimpflug imaging versus Purkinje imaging in a
similar format to that of Figure 2. For simplicity, we
show absolute values, whereas the posterior radii of
curvature are always negative. Vertical error bars
represent individual variability (standard deviation) for
repeated Purkinje imaging posterior radii estimates.
Average (across-participants) standard deviation for
repeated measurements was 0.31 mm. This variability
arises from an average variability in h4 (separation of
PIV double images) and h1 (separation of PI double
images) measurements of 0.02 mm in both cases.
Horizontal error bars represent individual variability for
repeated Scheimpflug imaging (and was 0.22 mm on
average).
We have also estimated the differences in crystalline lens

surface power resulting from the differences in anterior and
posterior radii of curvature across techniques. We have used
the lens maker formula, using individual data of lens
thickness and equivalent refractive index obtained from
Scheimpflug. For MF and LG, we estimated that Purkinje/
Scheimpflug differences in anterior lens radius of 0.3 mm
and posterior lens radius of j0.45 mm will result in
differences in lens power of 0.61 D.

Movie 1. Examples of Purkinje images. The stimulus was
presented in the test eye (OS), without dilating. Click on the
image to view the movie.

Movie 2. Examples of Scheimpflug image (accommodation range
from 0 to 6 D). The pupil stimulus was presented in the
contralateral eye (OS) and the pupil was dilated. Click on the
image to view the movie.

Journal of Vision (2006) 6, 1057–1067 Rosales, Dubbelman, Marcos, & van der Heijde 1061
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1.5.4. Imaging systems 
These ophthalmic devices are able to image, and map the structures of 
the anterior segment.  

Ultrasound Biomicroscope (UBM) 
The first ocular UBM was introduced by Pavlin in 1990 [Pavlin et al, 
1990]. In contrast to the conventional ultrasonography, it involves the 
use of much higher frequencies (35–50 MHz) than those used in 
ophthalmic B-scanners (10MHz), resulting in an improved reported 
resolution up to 40 "m. Figure 1.17 shows a cross sectional image of an 
in-vivo anterior segment collected by an UBM 

 
Figure 1.16. Cross sectional image of an in-vivo anterior segment collected by an 
UBM. Adapted from Silverman (2009) 

Magnetic resonance imaging (MRI) 
MRI is a non-ionizing technique that allows to visualize the internal 
structures of the body. The bases of the device rely on the use of a 
strong magnetic field to align the magnetic moments of the water 
hydrogen protons, applying a proper electromagnetic (Radio frequency) 
field, which makes the spin of some of the protons flip. When the 
exciting electromagnetic field is turned off the relative rates at which 
the protons decay to the initial state, depends on the tissue, what 
produces different relative contrasts across the image depending on the 
tissue structure. MRI systems specifically tuned to image the eye have 
been used to obtain quantitative information of the eye geometry and 
anterior segment biometry [Jones et al 2005, and Kasthurirangan, et al, 
2011] and assessment of its spatial arrangement. Figure 1.17. shows a 
cross sectional image of an in-vivo eye globe. 
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Figure 1.17. Shows a cross sectional image of an in-vivo eye globe. Adapted from 
Kasthurirangan, et al, (2011). 

Wavefront Aberrometers 
The optical performance of the human eye is not ideal since the 
aberrations of the eye’s optics degrade contrast and limit the spatial 
resolution of the images projected on the retina. Wavefront 
aberrometers the deviation of the wavefront from ideal case. Typically, 
they measure the deviations of the local wavefront normals with respect 
to the principal ray, across the pupils. The set of deviations (ray 
aberrations) are proportional to the derivatives of the wave aberrations. 
Ingoing aberrometers such as the Laser Ray Tracing [Moreno-Barriuso 
et al, 2001] measure the deviations of rays of light scanned across the 
pupil, by collecting light reflected back from the retina at every entry 
pupil location. Outgoing aberrometers such as the Hartmann-Shack 
[Liang et al, 1994], project a spot of light on the retina and sample the 
deviations of the wavefront exiting the eye, with a microlens array. 
Wave aberrations are typically described by a set of Zernike 
coefficients. Knowledge of the optical surfaces and indices of the 
ocular components as well as the relative orientation of these surfaces 
allow computational estimation of the ocular aberrations by virtual ray 
tracing on customized computer eye models 

Optical coherence tomography (OCT) 
Anterior segment OCT systems are less common than retinal systems. 
Commercial systems have been recently introduced, but these are used 
more for inspection and qualitative analysis than to obtain 
comprehensive quantitative information of the cornea or lens. The setup 
proposed by Goldsmith [2005] derived into the first commercial OCT 
Visante (Carl Zeiss Meditec), which uses a Time Domain 
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configuration. Other commercially available anterior segment OCT 
instruments are Fourier domain systems. Some of these commercial 
devices are combined with other instruments in clinic like Topcon 
which commercializes an OCT that is combined with a slit lamp, or the 
Zeiss newest system  (Visante Omni) combines an OCT with a Placido 
disk topography system. Figure 1.19 shows a cross sectional image of 
the anterior segment of the eye up to the anterior lens. 

 
Figure 1.19. shows a cross sectional image of the anterior segment of the eye from 
the anterior cornea to the anterior lens surface.  

1.6 State-of-the art of the OCT Technique 
Optical Coherence Tomography was developed in 1991 [Huang et al, 
1991], as a non-invasive technique for characterizing surfaces and faint 
tissue. Since then, the technique has experienced an increasing interest 
by engineering, research and clinical communities. In that seminal 
paper, the authors demonstrated the first in vitro OCT images of the 
human retina and coronary arterial wall, suggesting the potential of 
OCT as a new tool for imaging quasi-transparent or scattered media. 
The optical sectioning ability of the new device was soon recognized 
and exploited to image microscopic structures in tissue at depths 
beyond conventional confocal microscopes. Key benefits of the OCT 
include: (1) The high resolution of images up to submicron axial 
resolutions of 0.5 µm in tissue [Pozavay et al 2002]. (2) The required 
light intensity (fluence) level of non ionizing radiation to illuminate the 
sample is sufficiently low to be used in sensitive tissue [Swanson et al, 
1993].  

OCT has been successfully applied in different medical fields. 
However, it is in ophthalmology where the method has been more 
extensively applied. To date OCT is both used in retinal and anterior 
segment imaging. 

OCT applications in retinal imaging were the first developed, with the 
first OCT retinal images reported independently at the University of 
Viena [Fercher et al, 1993] and MIT [Swanson et al, 1993]. OCT 
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retinal imaging is specially promising for the diagnosis and monitoring 
of a variety of macular diseases such as macular edema [Hee et al, 
1995, and Hee et al, 1998], macular holes [Hee et al, 1995], central 
serous chorioretinography [Hee et al 1995], aged-related macular 
degeneration and choroidal neovascularization [Hee et al, 1996], and 
monitoring of thickness in glaucoma [Schuman et al, 1995].  
The Anterior Segment OCT (AS-OCT) was first reported in 1994 when 
the first real-time OCT, in a time-domain configuration, for anterior 
segment was developed at Duke University [Izatt et al, 1994, 
Radhakrishnan et al, 2001]. The system used a 1310 nm wavelength 
light source to illuminate the cornea, iris and lens, which reduces the 
amount of light that reaches the retina since the water present in the 
ocular tissue absorbs part of this energy [Van der Berg et al, 1997]. 
However, with the introduction of the Fourier or spectral domain OCT 
[Wojtkowski et al, 2003] the possibility of data acquisition of several 
thousands of A-scans per second was achieved, together with an 
improvement of the sensitivity [Choma et al, 2003] and signal to noise 
ratio [de Boer et al, 2003], and therefore allowing higher acquisition 
rates and lower energy exposure. 

Numerous clinical applications of AS-OCT instruments have been 
reported. These include: pachymetric measurements of flap and stroma 
in LASIK surgery [Li et al, 2006 and2007], post-refractive surgery 
corneal evaluation [Avila et al, 2006, Rosas et al, 2006],  Intra-Corneal 
Rings Surgery (ICRS) [Lai et al, 2006], of keratoconus diagnosis [Li et 
al, 2009, and Li et al, 2009], tear meniscus evaluation [Savini et al, 
2009,], for glaucoma diagnosis by angle measurements for narrow-
angle [Radhakrishnan et al, 2005a, Radhakrishnan et al, 2005b], 
visualization of corneal scars [Khurana et al, 2007], biometric 
measurements for IOL power calculations [Goldsmith et al, 2005, Tang 
et al, 2006, and Tang et al, 2009], among others. 
However, the main limitation for the direct quantitative analysis of 
surfaces is the so-called fan distortion. Fan distortion arises from 
aberrations associated with the scanning system architecture. It 
typically consists of two-mirror and two-axis, used to scan the beam 
laterally across the sample. Fan distortions results in the system 
coordinates not being linear, an as consequence a flat surface imaged 
by the system appears curved in that coordinate system. Therefore, the 
system cannot be used for the quantification of the geometrical aspects 
of surfaces. Some authors [Westphal et al, 2002] have addressed fan 
distortion in an OCT system, in which the rastering was produced by a 
non linear scanning system (consisting of resonant mirrors plus non-
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telecentric scanning). They proposed to correct the distortion with the 
use of images taken axially around the confocal position of the beam, 
without taking into account the 3-D information provided by the OCT. 
Therefore the proposed procedure can be applied only to 2-
dimenstional imaging, not to 3-D topography.  

Fan distortion correction allows quantitative analysis of the first surface 
(anterior cornea). However, the OCT is able to penetrate and to image 
inner structures of the eye, which apart from fan distortion, are also 
affected by the so-called optical distortion. Optical distortion is 
produced when a sample imaging embedded in a medium different 
from vacuum (air) is imaged. As light is bended at the media interfaces, 
it produces a very significant loss of the geometrical features of the 
observed surface, and therefore its geometrical parameters, such as 
curvature and thickness cannot be retrieved directly from the image. In 
order to provide accurate topographies of the internal surfaces of the 
eye, it is necessary to correct the optical distortion. This problem, to our 
knowledge, has not been addressed before in 3-D. Only a few studies 
have proposed methods for 2-D corrections of optical distortion in OCT 
images [Westphal et al, 2002, Podoloeanu et al, 2004], based on the 
Fermat’s principle. While this is an excellent first approach to the 
problem, and undoubtedly better than the standard correction consisting 
of dividing the OCT optical distances by the refractive index, surface 
parameters are better estimated in a 3-D correction rather than cross-
sectional images. Only Podoleanu et al. [Podoloeanu et al, 2004] 
showed corrections of cross-sectional images of an intraocular lens, an 
intralipid drop, and the anterior chamber angle in a living human eye. A 
limitation of the work is the use of analytical fits of circles (according 
to Gullstrand model) to the surfaces, and therefore ignoring local 
irregularities of the surfaces. Westphal et al [Westphal et al, 2002] 
recognized the potential improvement of applying the optical correction 
in 3-D, instead of 2-D.  

There have been several attempts of quantifying parameters of the 
ocular optical components. For instance Izatt’s group [Zhao et al, 2010] 
extracted the keratometric parameters of the cornea and they compared 
them with those obtained from standard ophthalmic devices. The 
cornea was scanned meridionally, and only corneal power, rather than 
corneal topography was reported. Gora et al [Gora et al, 2009] 
presented a preliminary quantitative corneal analysis based on a swept 
source OCT using a meridian rastering protocol for collecting data. 
They presented a volumetric and real time reconstruction of dynamic 
processes, such as pupillary reaction to light stimulus or blink-induced 
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contact lens movements. [Karnowski et al, 2011] presented a corneal 
topography in a keratoconic subject in comparison with corneal 
topographies obtained from clinical instruments: videokeratographer, 
Scheimpflug camera and slit scanning system, although compensation 
of fan distortion in this data set was not reported. 

1.7. Open questions addressed in this thesis 
Quantification of OCT anterior segment images. OCT provides high 
resolution and high contrasted images. However, OCT is primarily used 
for visualization of structures, most likely because the presence of 
distortions (fan an optical) have prevented from exploiting the potential 
of OCT to provide quantitative information in 3-D. Fan is inherent to 
the scanning architecture of the system, and can be minimized by 
hardware and fully corrected by software after calibration. The optical 
distortion is due to the refraction and affects structures that are imaged 
through preceding refracting surfaces. Most previous attempts of fan 
and optical distortion correction in the literature are in 2-D, and to our 
knowledge not systematically used in anterior segment OCT 
quantification 
Accurate corneal topography. Corneal topography is normally obtained 
in the clinic with commercial Placido disk based topographers 
(videokeratographer) or Scheimpflug imaging. However, despite the 
clear advantages of OCT in axial resolution, high speed and posterior 
corneal surface quantification, OCT is typically only used 
quantitatively to retrieve central pachymetry, but not corneal 
topographies. 

Crystalline lens surface topography. Several studies in the literature 
report the shape of the crystalline lens in vivo. In most cases the 
information is limited to phakometry (radii of curvature). Several 
instruments are limited by resolution, or by distortions requiring 
compensation. Topographic maps of the crystalline lens surfaces in 
vivo have not, to our knowledge, been reported. 
Quantification of diseased and treated corneas. Understanding of the 
structural and geometrical changes induced on the diseased cornea is 
key in treatments to increase their predictability. Corneal irregularities, 
such as those present in keratoconus pose challenges to imaging and 
quantification of the anterior and posterior cornea, while the presence 
of intrastromal rings ( increasingly used to treat this disease) with a 
different refractive index complicate the reconstruction of the internal 
surfaces.  
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Full 3-D quantitative biometry in normal, cataract and IOL implanted 
patients. Accounting for the full biometry and geometry of anterior 
segment is key for understanding the sources of degradation of the 
optical quality of the eye. Also, accurate estimates of biometric 
parameters such as the central corneal thickness, the anterior chamber 
depth, tilt and decentration of the lens or the radius of curvature and 
asphericities of cornea and lens, are crucial for IOL power calculation 
in cataract surgery. 
1.8 Goals of this thesis 
The specific goals of the thesis are: 

1. To develop an OCT device capable of providing quantitative 
information of the anterior segment of the eye, in vivo and in vitro.  

2. To develop theoretical and experimental methods for correcting fan 
distortion in OCT, including a calibration method for correction of any 
anterior segment OCT instrument 

3. To develop a new efficient ray tracing algorithm, based on discrete 
number of points representing a surface, optimized for computers and 
easy to integrate and to be generally applied to the rest of the laboratory 
applications. 

4. To establish an acquisition protocol and to develop robust automatic 
image processing tools to obtain topographies of in vivo anterior 
corneas, and to compare them with those obtained by other clinical 
devices.  

5. To provide new algorithms to correct the optical distortion (refraction) 
of surfaces imaged through preceding surfaces and demonstrate its 
performance both in vivo and in vitro 

6. To apply the developed technology to the characterization of 
pathological corneas affected by keratoconus before and after ICRS 
implantation. 

7. To develop experimental protocols and image processing tools to 
obtain 3-D quantitative images of the anterior segment and to develop 
methods to provide for the first time the topography of the lens in vivo. 

8. To obtain full 3-D OCT-based biometry of eyes implanted with IOLs  
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1.9 Hypothesis 
It is possible, with the appropriate calibration and distortion correction 
algorithms, to obtain full three-dimensional geometrical and biometric 
information of the anterior segment of the eye, and apply it to the 
quantitative evaluation of normal, pathological corneal, an intracorneal 
and intraocular treatments. 
1.10 Thesis structure 
This thesis has been organized in the following chapters: 
Chapter 1 

 A brief review of OCT technology is provided, with an emphasis of 
current anterior segment OCT instrumentation. The chapter also 
presents an overview of the anatomy of the anterior segment of the eye 
and current technologies to obtain quantitative information on the 
ocular components structures, with current limitations, current open 
questions in anterior segment OCT, and the thesis goals hypothesis and 
thesis structured are also presented. 
Chapter 2 

The OCT experimental systems developed for this thesis are described 
in detail: (1) time-domain OCT instrument, specifically developed for 
this thesis, and (2) a spectral OCT instrument, developed in 
collaboration with Copernicus University (Torun). 

Chapter 3 
A method of ray tracing for free-form optical surfaces is presented. The 
ray tracing through such surfaces is based on Delaunay triangulation of 
the discrete data of the surface and is related to finite-element 
modelling. Some numerical examples of applications to analytical, 
noisy, and experimental free-form surfaces (in particular, a corneal 
topography map) are presented. Ray-tracing results (i.e. spot diagram 
root-mean-square error) with the new method are in agreement with 
those obtained using a modal fitting of the surface, for sampling 
densities higher than 40#40 elements. The method competes in 
flexibility, simplicity, and computing times with standard methods for 
surface fitting and ray tracing, and will be the basis for the ray tracing 
algorithms used in the distortion correction of OCT images 
Chapter 4  

It addresses the measurement and correction of fan distortion in OCT. 
This effect arises from the scanning system configuration and prevents, 
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in general, from obtaining quantitative topographic data from OCT. 
Computer simulations allowed us to quantify the effect and evaluate its 
dependency on the scanning mirror separation and design of the 
collimating lens, as well as to estimate the optimal axial position of that 
lens to minimize the fan distortion. The chapter presents the developed 
a numerical algorithm based on 3-D ray propagation for the correction 
of the residual fan distortion. The effect was studied experimentally 
using a custom developed time-domain OCT in a Michelson 
configuration provided with a confocal channel, and the accuracy of the 
fan distortion correction algorithm tested on samples of known 
dimensions (flat surfaces and spherical lenses). The nominal radii of 
curvature of the surface were recovered. With a proper calibration of 
the system with use of confocal channel, this algorithm makes the time-
domain OCT devices possible to be used as topographers.  
Chapter 5 
A method for 3-D optical distortion correction of anterior segment 
OCT images is presented. The correction has been applied theoretically 
to realistic computer eye models, and experimentally to OCT images 
of: artificial eye with a Polymethyl Methacrylate (PMMA) cornea and 
intraocular lens, an enucleated porcine eye, and a human eye in vivo 
obtained from two OCT laboratory set-ups (time domain and spectral).  
Data are analyzed in terms of surface radii of curvature and asphericity. 
Comparisons are established between the reference values for the 
surfaces (nominal values in the computer model; non-contact 
profilometric measurements for the artificial eye; Scheimpflug imaging 
for the real eyes in vivo and vitro). The results from the OCT data were 
analyzed following the conventional approach of dividing the optical 
path by the refractive index, after application of 2-D optical correction, 
and 3-D optical correction (in all cases after fan distortion correction).  

Chapter 6  
It describes in detail the image processing tools developed to provide 
the quantitative data from anterior segment OCT images: Topographic 
and thickness maps, radii of curvature and asphericities or biometric 
data. Dedicated developed algorithms include: Denoising, statistical 
thresholding, clustering, boundary detection, futher denoise reduction, 
3-D merging and fitting.  
Chapter 7 presents a method to obtain accurate corneal topography 
from a spectral Optical Coherence Tomography system. The method 
includes calibration of the fan (or field) distortion by the scanning 
architecture, and image processing analysis. We present examples of 3-
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D surface topography measurements on artificial spherical and aspheric 
corneas and in 5 human corneas in vivo. Comparisons were made with 
non-contact profilometry (taken as reference) and Scheimpflug imaging 
in artificial lenses, commercial Placido ring videokeratoscopy and 
Scheimpflug imaging in patients. Corneal elevation maps from all 
instruments were fitted by conical surfaces (as well as by 8th order 
Zernike polynomials) using custom routines.  

Chapter 8  
It presents the developed OCT-based methods to characterize three-
dimensionally (3-D) corneal topography in keratoconus before and after 
implantation of intracorneal ring segments (ICRS). Automatic tools 
were developed for the estimation of the 3-D positioning of the ICRS. 
Topographies of anterior and posterior cornea are obtained together to 
the thickness maps, as well as, the orientation and location of ICRS 
inside the cornea. The developed tools are illustrated in a keratoconic 
eye (grade III) pre-operative and 30 days post-operatively after 
implantation of two triangular-section, 0.3-mm thick Ferrara ring 
segments.  
Chapter 9  

It presents the use of our custom high-resolution high-speed anterior 
segment spectral domain Optical Coherence Tomography (OCT) for 
characterizing three-dimensionally the human crystalline lens in vivo. 
The OCT system was provided with custom algorithms for denoising 
and segmentation of the images, as well as for fan (scanning) and 
optical (refraction) distortion correction, to provide fully quantitative 
images of the anterior and posterior crystalline lens surfaces.  
Chapter 10  
It presents the use of our custom high-resolution high-speed anterior 
segment spectral domain Optical Coherence Tomography (OCT) for 
characterizing three-dimensionally the biometry of the eye. The method 
was tested on an in vitro artificial eye with known surfaces geometry at 
different orientations and demonstrated on an aging cataract patient in 
vivo.   
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Chapter 2 
Custom-developed Optical Coherence 

Tomography systems 
This chapter describes two anterior segment Optical Coherence 
Tomography (OCT) experimental devices developed to image optical 
surfaces, in vitro porcine eyes, and in vivo eyes (corneal and lens) in 
normal subjects and patients. 

A Time-Domain OCT (TD-OCT) was used to obtain the experimental 
measurements on in vitro samples presented in Chapter 4 and Chapter 
5, where the topographic capability of the OCT after distortion 
calibration (fan and optical) is presented. The measurements were 
compared to a commercial non-contact profilometer and clinical 
topographers. Specifically, we present a detailed description of the TD-
OCT, optical and electronic layouts, and the custom-developed control 
software. 

The Spectral-Domain OCT (sOCT), developed as a result of a 
collaborative effort between Copernicus University and the Visual 
Optics and Biophotonics Lab, was used to obtain the experimental 
measurements in vitro and in vivo of Chapter 5 and in the studies of 
Chapter 7 to Chapter 9. The in vitro measurements on optical surfaces 
were compared with a profilometer in Chapter 7, while the in vivo 
measurements on the anterior cornea were compared with clinical 
devices such as Scheimpflug camera and a corneal videokeratographer. 
The system was also used to measure the anterior and posterior surfaces 
in patients with corneal pathologies and treatments, as well as to obtain 
full anterior segment images pre-and post cataract surgery. In this 
Chapter we present the optical layout of the system. 

The author of this thesis designed, implemented, calibrated and tested 
the TD-OCT in collaboration with Damian Siedlecki, Daniel Pascual,  
Laura Remon and Susana Marcos, and calibrated and tested the sOCT, 
in collaboration with Damian Siedlecki, Pablo Pérez Merino, Alberto 
de Castro Enrique Gambra, Judith Birkenfeld, and Susana Marcos. The 
sOCT was developed by Ireneusz Grulkowski, Michalina Gora and 
Maciej Wojtkowski among others. 
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2.1. Time Domain OCT 
TD-OCT was the first proposed and developed OCT architecture 
[Huang et al., 1991]. However, it presents the limitation of its relatively 
low speed, with the most sophisticated configuration reaching of the 
order of 2000 A-scans/s at a relatively low sensitivity (90 dB). The first 
ophthalmological OCT devices commercially available were the TD-
OCT developed by Carl Zeiss Meditec. As introduced in Chapter 1, the 
pathlength of the reference arm in TD-OCT is translated longitudinally 
in time. A property of the low coherence interferometry is the space 
gating [Schmidt et al., 1998], in such way that all the samples that fall 
out of the path matching the path in the reference arm of the 
interferometer do not produce interference fringes. This allows to 
measure distances between consecutive layers within the accuracy of 
the bandwidth of the low coherence source, provided that the material 
refractive index is known [Grajciar et al, 2008]. This axial 
measurement is commonly named A-Scan. In addition, it also allows 
obtaining 3-D images by incorporating a 2-D scanning system that 
rasters the surfaces [Rosen et al, 2009]. The name of the imaging 
technique depends on the way of scanning the surface. If it is a 
collection of A-Scans producing a cross sectional section of the sample, 
it is referred as B-Scan. Subsequently, if the sample is rastered first and 
the reference arm is moved it is named as C-Scan or en-face 
[Podoleanu, 1998]. The inherent ability of TD-OCT to resolve 
differences in distance within microns and the possibility of introducing 
fast optical scanners are valuable features for potentially converting 
OCT into a quantitative surface profilometer. 
In this thesis we implemented a TD-OCT system, which we used to 
demonstrate quantitative surface topography.  
Figure 2.1.a shows a schematic diagram of custom-developed TD-OCT 
(with the elements used in its implementation). Figure 2.1.b shows a 
photograph of the implemented set-up where the yellow lines represent 
the outgoing beam and the orange lines represent the returning. 
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       (a) 

         (b) 
Figure 2.1. a) Optical and electronic schematic lay-out of the implemented TD-OCT 
with confocal channel. b) Photograph of the implemented TD-OCT with confocal 
channel. 

2.1.1. Optical Lay-out 
The system (Figure 2.1) consists of two units: a low coherence free-air 
Michelson interferometer for the tomographic measurements, and a 
confocal microscope for visualization and correction of distortions. 
Both channels share the same optical configuration, a reference arm 
and a sample arm. A low coherence light source: SLD (Superlum®, 
Carrigtwohill, Ireland) with a central wavelength of 810 nm and 20 nm 
of bandwidth, which provides a resolution of 14 µm was used for the 
illumination of the OCT and the confocal channel. The light coming 
from the SLD was collimated by a pigtailed lens (Princetel®, 
Pennington, NJ, USA) which provides a diameter beam of 3 mm. Then, 
a beam splitter (BS) divides the light toward the reference arm and the 
sample arm. 
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The reference arm is mounted on a stepper motor (Thorlabs®, Dachau 
Germany) conFigured with a speed of 23.75 mm/s, which provides a 
central Doppler frequency of 58.6 kHz.  

The sample arm consists of a XY galvanometeric scanner (mod. 6210, 
Cambridge Technologies®, Cambridge, MA, USA) with 3-mm clear 
aperture and a sampling frequency of 1 kHz, consisting of two rotating 
mirrors that deflect the incoming light to produce the rastering of the 
sample, and a plano-convex lens (Newport®, Irvine, CA, USA) of 100-
mm focal length and 25-mm aperture acts as a collimating lens for chief 
rays and as focusing lens for the beam. This allows optimizing the 
irradiance impinging the sample, therefore improving the amount of 
scattering events. The light backscattered by the sample is collected by 
the collimating-focusing lens of the reference arm, it is de-scanned by 
the XY scanner and directed to the BS. The light coming from the 
reference arm and that backscattered of the sample are combined to 
produce the interference.  
Finally, the light combined by the beam splitter is focused by an 
inverted microscope objective with magnification 4X (Olympus® 
Olympus, Japan) to a multimode fiber optic pigtail, which directs the 
light to an APD detector (C5460 Hamamatsu®, Hamamatsu, Japan). 
Electronic detection process is explained in section 2.1.2 

An additional characteristic for the alignment of this setup is its 
capability to capture confocal images of the sample without any 
additional element. Taking advantage of the speed of the galvanometric 
scanner (1 kHz), it is possible to use this feature for almost a real-time 
preview (about 2 frames per second with satisfying resolution of 
400x400 pixels) of the sample. This confocal mode is very useful to 
align the sample correctly or to place it in the proper (focal) distance 
from the lens in order to optimize OCT signal to noise ratio. Moreover, 
with use of the confocal channel it is possible to calibrate the system 
and to estimate the magnitude of the inherent distortion of the system, 
when a flat surface with a regular grid is imaged (Chapter 4). 
2.1.2 Electronic lay-out. 
Figure 2.2.a illustrates the process of detection in the TD-OCT. The 
resultant signal detected by the APD is composed of a DC term plus an 
AC part, and subsequently filtered by a custom band pass filter of 
central frequency of 58.6 kHz and bandwidth of 2.4 (Figure 2.2.b), 
digitized by a PCI card (PCI 6250 National Instruments®, Austin, TX, 
USA) and stored in the computer to produce the images. 



CUSTOM-DEVELOPED OPTICAL COHERENCE TOMOGRAPHY SYSTEMS 
 

 43 

 

(a) 

(b) 

Figure 2.2. a) Detail of the detection process. Opitcal Detection in red, bandpass 
filter in green and demodulator in blue. b) Detail of the custom developed band-pass 
filter with central frequency of 58.6 kHz and bandwith of 2.4 kHz. 

The XY galvanometric mirrors (mod. 6210, Cambridge 
Technologies®, Cambridge, MA, USA) produce the sampling pattern 
of the acquisition. The mode of operations of these mirrors requires a 
stabilized DC current and an AC voltage to position them. The DC part 
is provided by a couple of microcontrollers (driver boards), model 6700 
(Cambridge Technologies®, Cambridge, MA, USA), which are 
connected to a DC power supply with a low voltage ripple Vicor 
FlatPac with double Output of 28V (Vicor, Andover, MA, USA). The 
external voltage signal (AC) induces the movement of the mirrors in 
defelecting angles from -10 to 10 degrees, using a voltage of ±10V. The 



 44 

external voltage signal is provided by a programmable PCI 6711 board, 
wired to a BNC box (BNC2110) by a SH68-68 cable (National 
Instruments®, Austin, TX, USA). The PCI 6711 card is completely 
programmable, allowing  single voltage inputs, or acting as a generator 
of rectangular, triangular or saw tooth functions. Figure 2.3. shows the 
electrical layout to produce different sampling patterns with the 
galvanometric mirrors.  

 

Figure 2.3. Detailed description of the controlling hardware for the galvanometric 
mirrors. 

2.1.3. Software 
Custom control software was developed in order to allow efficient data 
acquisition with a user friendly interface and flexible configurations. 
(Figure 2.4). The interface was written in C# (Microsoft .NET c#; 
Microsoft Corp.,USA). The interface was combined with Matlab 
(Matlab; Mathworks, Natik, MA) scripts for visualization. The acquired 
data was structured according to an efficient interchange with Matlab. 
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Figure 2.4. Snapshot of the control software developed for the TD-OCT. 

The main purpose of the software for controlling the system was to 
optimize acquisition time and allow for flexible scanning 
configurations in one, two and three dimensions. Programmed scanning 
patterns were: A-Scan, B-Scan and C-Scan and 3-D as a collection of 
B-Scans or meridians. The software allows changing easily several 
parameters of the measurement collection: speed of the motor, range of 
acquisition, sampling density of the acquiring board and angles of 
rastering. The structure of the program has been arranged in classes to 
control every programmable device for producing an automated 
measurement: A-Scan, B-Scan Meridian B-Scan, 3-D-Mesh or 
Confocal. First, a class controls the stepper motor, producing the 
movement range; the class optimizes the scanning range speed taking 
into account the motor inertia (acceleration-deceleration). Then, a 
different class controls the movement of the XY galvanometric mirrors 
using a stair signal to provide the A-Scan collections and to saw tooth 
signals and triangular signal for the confocal. Finally, another class 
controls the acquiring board to generate triggers to start and to stop the 
acquisition and to start the motor movement.  

Figure 2.5 illustrates how a B-Scan is collected as a number of A-
Scans. The trigger, represented by the rectangular blue signal, 
encompasses all the operation when it is launched: the motor, the 
acquisition board and the XY mirrors start synchronously to move, to 
acquire data and to deflect the beam into position respectively. The red 
trapezoidal line represents the signal that it is required to generate for 
moving the axial scanning mirror. The green line segment (double 
arrow line) illustrates the detection and acquisition process, after a time 
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when the motor movement is stable, the acquisition card starts to record 
the signal provided by the APD detector and the bandpass filter. 
Finally, the orange broken line represents the voltage introduced to 
place mirror X, while the Y mirror continuous orange line, remain 
stable in the example illustrated in Figure 2.5. The A-Scan acquisition 
continues in a loop until the limits introduced to the routine are 
reached. 

 
Figure 2.5. Time configuration of the electronic devices for a regular B-Scan 
acquisition.  

The meridian collection is analogous to the regular B-Scan, as 
illustrated in Figure 2.6, except for the synchronous movement of both 
rastering XY mirrors. The trigger is launched and then the motor 
movement is initiated. The X and Y mirrors change their position, 
when the movement of the stepper mirror is stable. The acquisition card 
collects the data just before the deceleration movement is produced.  

Figure 2.6. Time configuration of the electronic devices for a meridian B-Scan 
acquisition. 
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Figure 2.7 shows a typical cross-section obtained with the TD-OCT 
system on a porcine cornea in vitro. The upper structure is the cornea, 
the white bright structure in the lower left is the iris and the faint 
structure that appears beside the iris is the crystalline lens. 

 

Figure 2.7. B-Scan from an ex-vivo porcine cornea obtained with the TD-OCT   

The confocal channel acts as a microscope. It allows the alignment of 
the samples with respect to the axis of the system, and helps in the 
acquisition of images and in the calibration of the system for the 
correction of fan distortion. The signal is taken from the preamplifier 
since in confocal imaging the signal of interest is the DC component of 
signal rather than the AC like in the OCT measurements. A trigger 
generated by the PCI acquisition card 6250 is launched and then the 
PCI 6711 generates a pre-programmed saw-tooth function, to control 
the x mirror, and a stair function to control the y mirror. The acquisition 
routine is launched by the trigger and the acquisition card (PCI 6250) 
collects, digitizes and stores the APD signal. Figure 2.8.a shows a 
layout of timing of the confocal measurement. The result of this routine 
is shown in Figure 2.8.b where the image of a rectangular grid with 
resolution of 400x400 pixels is depicted. 
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 (a) 

   (b) 

Figure 2.8. a) Time configuration of electronic devices to achieve a confocal 
measurement. b) Confocal measurement of a calibration grid.   

2.2. Spectral Domain OCT 
The other custom-developed OCT, implemented in this thesis, for 
anterior segment of the eye imaging is based on “Spectral-Domain” 
OCT (SD-OCT).  

2.2.1 SD-OCT optical layout  
The custom SD-OCT used in this thesis was developed in collaboration 
with Nicolaus Copernicus University (Torun, Poland) [Grulkowski et 
al, 2009]. A schematic diagram of the system is shown in Figure 2.9.a, 
and a photograph of the actual device is shown in Figure 2.9.b.  
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(a) 

       (b) 

Figure 2.9. a) Experimental sOCT set-up: SLD superluminiscent diode, OI-optical 
isolator,FC- 80:20 Fiber coupler, PC-polarization controller, NDF-Neutral density 
filter, DC-dispersion compensator, DM-Dichroic mirror, T-Target, HDG-holographic 
volume diffraction grating, CMOS linescan camera, COMP computer. Adapted from 
Grulkowski et al 2009 b) Actual implementation of the device.   

The set-up is based on a fiber-optics Michelson interferometer 
configuration with a superluminescent diode SLD ( = 840 nm, $% = 
50 nm; Superlum, Ireland) as a light source, followed by an optical 
isolator (OI) joined by a fiber mate to a Fiber coupler (FC) in order to 
avoid that backreflected light from the reference and sample arms 
returning to the SLD. The light is split by the fiber coupler in two arms 
(reference and sample arms). The reference arm consisted of 
polarization controller (PC) to optimize detection performance, a 
converging lens (L1) to produce a collimated beam, a neutral density 
filter (NDF) to increase or decrease the power of light in the reference 
arm, a converging lens (L2) that focuses the light on the mirror (M) and 
a piezotranslator (PZT). The sample arm consists of a converging lens 
(L3) that collimates the light onto a XY galvanometric optical scanner 
to produce the horizontal vertical rastering of the sample, and finally a 
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75 mm focal lens (L4) to collimate the chief rays of the beams and to 
focus the irradiance impinging the sample.  The light backreflected by 
the reference and sample arm is recombined by the fiber coupler and it 
is led to the detection unit, which consists of a converging lens (L5) to 
collimate the light, a volume diffraction grating to spatially separate the 
spectrum and a magnifier objective composed of two converging lenses 
(L6) and (L7) to image the fringes on the detector a 12-bit line-scan 
CMOS camera with 4096 pixels (Basler sprint spL4096-140k; Basler 
AG, Germany). Figure 2.10.a shows an A-scan with the interferometric 
signal modulating the power spectrum of the light. Figure 2.10.b shows 
a cross sectional image of cornea, iris and lens.  

The effective acquisition speed of this system is up to 150000 A-
Scans/s, although the typical speed used for the experiments in this 
thesis was 25000 A-Scans/s, since it showed as a good compromise 
between speed and resolution. The axial range of the instrument is 7 
mm, and the theoretical axial resolution 3.4 "m in air. The signal to 
noise rate (SNR) of the instrument was estimated to be 97 dB.  

   
Figure 2.10. a) Power spectrum of an A-Scan and the interferences modulating it. b) 
Illustration of a B-Scan showing a corneal section, iris and anterior part of lens
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Chapter 3 

Three-dimensional Ray tracing on 
Delaunay-based reconstructed surfaces 

This chapter is based on the article by Ortiz, S. et al  “3-D Ray tracing 
on Delaunay-based reconstructed surfaces” Applied Optics, Vol. 48, 
Issue 20, pp. 3886-3893 (2009). The coauthors of the study are: 
Damian Siedlecki, Laura Remón and Susana Marcos. The study has 
been developed at Instituto de Óptica “Daza De Valdes”. The 
contribution of the author of this thesis was the mathematical 
development, coding and implementation of a ray tracing for free-form 
optical surfaces. The ray tracing through such surfaces was based on 
Delaunay triangulation of the discrete data of the surface and is related 
to finite-element modeling. Applications of this ray-tracing technique 
in analytical, noisy, and experimental free-form surfaces (in particular, 
a corneal topography map) are presented. Ray-tracing results (i.e., spot 
diagram root-mean-square (RMS) error) with the new method are in 
agreement with those obtained using a modal fitting of the surface, for 
sampling densities higher than 40x40 elements. The method competed 
in flexibility, simplicity, and computing times with standard methods 
for surface fitting and ray tracing and will be the basis for the ray 
tracing used in the distortion correction methods of OCT images 
developed in this thesis. 
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3.1. Introduction 
A large variety of ray-tracing algorithms can be found in the literature. 
Many of them involve ray tracing through nonhomogeneous or gradient 
index media [Moore et al, 1976, Sharma et al, 1982, Marchand, 1988 
and Egorchenkov et al, 2001]. Some others describe the light 
propagation in birefrigent materials [Stavroudis, 1962, Liang et al, 
1991, Beyerle et al, 1998 and Izdebski, 2008] or optical fibers 
(waveguides) [Tian et al, 1989 and Witkowski et al, 2008]. However, 
except for a few papers [Allen et al, Herzberger, 1957, Spencer et al, 
1962 and Sharma et al, 1986], not many works in the literature explain 
a precise and efficient way of finding the intersection points of rays 
with optical surfaces. Although this problem seems to be relatively 
trivial, our experience in physiological optics shows that it is not, 
particularly if “noisy” or free-form surfaces are of interest. Interesting 
examples of such surfaces are surfaces of biological origin, for 
example, the cornea of the eye. The anterior corneal surface plays a 
very important role in focusing light on the retina. Its topography has a 
major influence on the optical performance of the eye, including 
higher-order aberrations [Applegate et al, 1994, Howland et al,1994, 
Artal et al, 1998, Guirao et al,2000a, Guirao et al 2000b, Barbero et al, 
2002, Carvalho, 2003, Gwiazda et al, 2003, Navarro et al, 2006 and 
Rosales et al, 2007 ]. 
This chapter presents a three-dimensional (3D) technique of tracing 
rays through optical surfaces of any type. The method is based on the 
Delaunay triangulation [Delaunay, 1934 and Guibas et al 1992], which 
is a well-known method in finite-element modeling and graphical ray 
tracing that is used for rendering photorealistic images [Touma et al, 
1998, Kohout et al, 2005 and Kang et al, 2006]. To the best of our 
knowledge, this method has never been implemented in geometrical 
optics. Typically, optical analysis software, such as ZEMAX [Zemax, 
2007] uses a least-mean-square method together with linear or spline 
interpolation of the discrete surface points. The least-mean-square 
method is relatively fast and its accuracy, even for analytical, surfaces 
is acceptable. However, it depends strongly on the sampling density of 
the surface. The Delaunay method proposed in the current study can 
optimize computations of optical analysis of optical systems, regarding 
particularly the intersection points of a ray with an optical surface. 

3.2. Delaunay decomposition 
Delaunay decomposition is a well-described [Delaunay, 1934 and 
Guibas et al 1992] mathematical method used in computational 
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geometry. It uses the property of the convex hull (envelope) of the 
discrete set of points X,Y{ } . By means of the Delaunay triangulation 
method, one can approximate any surface with a set of flat triangles, as 
is usually done in the finite-element method (FEM) [Strang, 1973, 
George et al, 1998, Vanselow, 2001, Calvo et al, 2003 and Babuska et 
al, 2004] (Figure 3.1). The number of obtained triangles is related to the 
number of points in the grid and the number of vertices on the convex 
hull. If m is the number of points in the grid, and l is the number of 
vertices, then the number of triangles t is defined by the following 
equation (Equation 3.1): 

t = 2m ! 2 ! l Eq.3.1  

 Because all the triangles are flat, one can easily calculate the 
vector normal to each of them and use it further in the Snell’s law 
accomplishment. This makes the Delaunay triangulation method very 
convenient and relatively easy to implement to optical ray tracing. 

 

 

Figure 3.1. Function   
z x, y( ) = x2 ! y2

 represented as a set of triangles to 

illustrate the Delaunay triangulation. The discrete data of the function are situated in 
vertices of triangles. 

3.2.1. Description of the algorithm 
In the first step it is needed to arrange adequately the data of the 
surface. The surface should be described by set of points   X ,Y ,Z{ }  
corresponding to a discrete sample of the surface topography. If the 
surface is analytical, the set   X ,Y ,Z{ }  can be generated as a mesh with 
regular sampling. The optical surface can be the result of a 
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topographical measurement performed on irregular or even random 
sampling pattern. On a set of X,Y{ } , one can perform 2-dimensional 
Delaunay decomposition, where each point from the discrete data set 
X,Y{ }  is one of the vertices of at least two triangles. This results on a 

3-D approximation of the surface Z = f (X,Y ) . 

The next step is to find one particular triangle, which is hit by the a ray 
denoted by its initial position, R0 , and an optical vector at this point, 

 
!
K0  (Equation 3.2): 
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where   kx0 ,   
k

y0  and   kz0  represent directional cosines. 

One can test each triangle separately, although this implies a relatively 
large computational effort, especially if the surface is large and the grid 

  
X ,Y{ }  is dense. Alternatively, a much more efficient way to do it is to 

assess the region of interest a priori by finding the minimum Euclidean 
distance between the straight line given by the optical vector (Equation 
3.3). 

  R = R0 + t K0 Eq.3.3  
(with as a length of the vector    

!
K0   and a real number) and each of the 

points from the set 
  

X ,Y ,Z{ } . This distance is given by the Equation 
3.4: 

  
di = wi ! wi " K0( )K0 Eq.3.4

 
where  is a vector obtained by subtracting the coordinates of the 
point  from the coordinates of the  i -th point from the set 

  
X ,Y ,Z{ }   

(
  

Xi ,Yi ,Zi( )! X ,Y ,Z{ } ). If   
dm = min di( )  is found, this means that the 

ray hits one of the triangles surrounding the vertex   
Pm = Xm,Ym,Zm( ) . 

Following this procedure, instead of testing thousands or even millions 
of triangles (Equation 3.1), one can limit the area of interest to (on 
average) six triangles (Figure 3.2). In the case of a random sampling 
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pattern, the number of triangles depends on the configuration of 
neighbors. The average number of triangles surrounding each vertex is 
characteristic of the Delaunay triangulation [Delaunay 1934; Guibas 
1992]. With the number of possible triangles significantly reduced, one 
can easily find the common point to the ray given by the Equation 3.3, 
and each of the triangles of interest. This allows obtaining (on average) 
six different points on six different planes defined by six different 
triangles.  

 
Figure 3.2. Graphical illustration of a point  being a common vertex of six 

neighbouring triangles and barycentric technique.  

Additional calculations are required to obtain the exact triangle that is 
intersected by a ray. The proper facet can be found by means of the 
barycentric technique [Coxeter 1969], which is very commonly used 
together with Delaunay triangulation. Let us consider a triangle given 
by points  Pm ,  B  and  C , with  Pm  as a reference point (Figure 3.2.). 
Each point of the plane containing the triangle  PmBC  can be described 
as a linear combination of two vectors defining the plane (Equation 
3.5): 

   P = Pm + u ! PmB + v ! PmC Eq.3.5  

where    u,v{ }!R . If we have the coordinates of the point  P , after 
some simple mathematical operations one can get the following 
formulas for  and  (Equation 3.6): 
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u =
PmB ! PmB( ) PmP ! PmC( ) " PmB ! PmC( ) PmP ! PmB( )
PmC ! PmC( ) PmB ! PmB( ) " PmC ! PmB( ) PmB ! PmC( )

v =
PmC ! PmC( ) PmP ! PmB( ) " PmC ! PmB( ) PmP ! PmC( )
PmC ! PmC( ) PmB ! PmB( ) " PmC ! PmB( ) PmB ! PmC( )

Eq.3.6  

From the values of  u  and  v  one can assess if a particular point  
belongs to the triangle or not. If  u  or  v  are < 0,  u  or  v  >1 and 
  u + v >1 the point  P  is out of the triangle. Alternatively if conditions 
  0 ! u + v ! 1,   0 ! u !1 and finally   0 ! v !1 are accomplished, this 
means that the point  belongs to the particular triangle.1 

Once the triangles of the surface where rays inter- sect the surface have 
been determined, the z value can be found by means of linear 
interpolation, as the intersection of three planes, or alternatively, using 
more complex methods of interpolation, such as the values of the 
neighbors (B-splines) or radial base functions [Wedland, 2004]. The 
use of radial base functions does not require the use of a regular grid of 
sampling and potentially could allow reducing the density of the 
sampling (and computational time) without compromising accuracy. In 
this study, we have implemented several of these functions: cubic, 
multiquadric [Bookstein, 1989], and thin plate spline [Allison, 1993], 
besides the simplest linear interpolation. The algorithm [Liu, 2002] 
consists of fitting a number of coefficients using the values of x, y, and 
z of control points called nodes. The control points in our case are the 
points belonging to the triangle within the ray impacts. Once the 
coefficients are obtained, the value of the z coordinate can be easily 
obtained simply by substitution of the value of the x and y coordinates 
into Equation 3.7. 

  
z x, y( ) = c0 + c1x + c2 y + !i" r( )

i=1

n

# where r = x2 + y2 Eq.3.7

 

                                                
1  It may happen that the point  is located on the edge of the triangle (when 
either  or  from Eq. 3.6. is equal to 0, or   u + v = 1 ), or even in the vertex (when 
both  and  are equal to 0 or either  u  or  v  is equal to 1), which means that it is 

common two or more of the triangles that have common edge (vertex), but the vectors 
normal to these triangles are different. In this situation it is convenient to consider the 

mean value of the normal vectors coordinates for further ray tracing calculations. 



THREE-DIMENSIONAL RAY TRACING ON DELAUNAY-BASED RECONSTRUCTED SURFACES 
 

 57 

where c denotes the coefficients of the interpolation, !  is a radial base 
function (cubic, multiquadric, thin plate, etc.), di  is the distance 
between the i-th node and the point to be interpolated, and n is the 
number of nodes. Further details can be found in the literature [Liu, 
2002]. 

For the linearly interpolated method the normal to the surface at point 
 P  is associated to the characteristic vector of the facet to which this 
point belongs, with follows the Equations 3.8: 

 

  

N̂ =
PmB ! PmC
PmB ! PmC

 or 

  

N̂ =
PmC ! PmB
PmC ! PmB

Eq.3.8  

for a convex or concave initial surface.  

In the case of a more complex method of interpolation, the normals can 
be assessed using the partial derivatives with respect to x and y and, 
finally, performing the cross product. 
Once we have a point  P  that belongs to the surface and a normal the 
surface at this point,   N̂ , any of the 3-dimensional implementations of 
the Snell’s law can be applied, i.e. the formula described by Sharma 
(Equation 3.9) [Sharma 1982]: 

 

  n ' K1 = nK0 + wN̂ Eq.3.9  

where   K1  is the optical vector after refraction,  n  and   n '  are refractive 
indices before and after the surface, respectively, and  w  is calculated 
as follows into Equation 3.10 [Barbero et al, 2002]: 

 

  w = n2 ! n '2+"2 !" Eq.3.10  

where   ! = K0 " N̂ .  

In Section 3.4 we present some numerical examples of application of 
the developed method to various surfaces that can be encountered in 
optical design and physiological optics. The three types of surfaces that 
we describe are analytical surface, noisy surface, and free-form surface, 
in particular, a corneal topography from a normal subject obtained from 
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a Placido disc corneal videokeratopographer (Atlas, Zeiss). For this 
example, a semianalytical algorithm of a ray- tracing algorithm through 
a surface approximated by a set of Zernike polynomials was developed 
and programmed in MATLAB for the purposes of comparison. The 
free-form surface data under consideration was approximated by 36 
Zernike polynomials [Schwiegerling et al, 1995, and Barbero et al, 
2002] with a 3mm normalization radius, using a standard least-mean-
square method. The intersection points of ray paths with the 
approximated surface were found by means of a least-mean-square 
method (because of the relative complexity of the expansion formula), 
while the normals to the surface at these points were calculated 
analytically by the partial derivatives. We refer to this algorithm as 
“semianalytical.” 

3.3. Numerical examples  
In order to demonstrate the possibilities and accuracy of the algorithm 
described above, we will present examples of 3-D ray tracing using the 
described methods on several types of surfaces (noise-free and noisy 
analytical surface, and free-form experimental surface). 
3.3.1. Analytical surface with a regular and random grid 
A conic surface has been considered for comparative purposes of ray 
tracing on the analytical and Delaunay decomposed surface. In 
particular, the first surface of an achromatic lens (AC508-100-B) from 
the Thorlabs optical elements catalog has been studied. The radius of 
the anterior surface of this lens is 65:77 mm, and the conic constant k 
=1 (according to Malacara’s notation [Malacara,1978]). The refractive 
index of the glass (LAKN22) is 1.64134164, for the operating 
wavelength of 855 nm. In order to test the accuracy of the method 
proposed, two different outcomes were evaluated (distance between the 
intersection points and refracted angle difference) from the ray tracing 
on the analytical (using Zemax, a commercial optical design and 
analysis software) and Delaunay decomposed surface with use of linear 
interpolation and with various sampling densities (programmed in 
MATLAB, Mathworks, Nantick, Massachusetts) for 200 rays entering 
the lens aperture at different heights. Our simulations showed that the 
average difference in distance estimated from the two methods ranged 
from 0.005 to 0.150 µm and the average difference in angles ranged 
from 0.005 to 1.79 arc min. For sufficiently high density sampling 
grids, these values are slightly larger than the Raleigh criterion (0:07 
arc min, for the dimensions of the tested lens). 
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Figure 3.3 An example of a random grid on a plane. The dashed lines form triangles 
surrounding point. 

 

The same accuracy test has been performed for an analytical surface 
but defined on a random grid (Figure 3.3). The difference in distances 
between the two methods varied from 0.004 to 0.155 µm, and in angles 
from 0.17 to 1.94 arc min. 

3.3.2. Noisy surface with a regular grid. 
The next step is to explore the possibilities of the technique on noisy 
surfaces, for which random noise of Gaussian spectrum has been added 
to the analytical topography of the surface. The RMS of the height 
deviations has been kept below  ! / 8 , and generated using the 
algorithm provided by Tsang [Tsang, 2001], with correlation lengths of 
1 and 1000 "m (which meet the Beckmann [Beckmann, 1967] criterion 
for rough surfaces). The 1 dimensional Tsang´s method has been 
extended to the 2-D surfaces assuming circular symmetry (Figure 3.4), 
and repeated 10 times for 6 different ranging from 100-2500 points per 
mm2. The simulated surface would be consistent to that produced by a 
lathe or optical driller. 
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Figure 3.4. Noise generated for simulations of realistic noisy surfaces: a) RMS = 
855/8 nm and correlation length equal to 1mm; b) RMS = 855/8 nm and correlation 
length equal to 1000mm; 

 

Table 3.1 and Table 3.2 show the results from these simulations. 
Difference values range from 0.021 to 0.204 "m and angles from 0.23 
to 3.67 arc min. 
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Table 3.1. Accuracy of the algorithm in a relation to the sampling grid density (noisy surface). Results from 
10 trials for 15 rays along the 25 mm diameter pupil. 

 Coherence length 1µm 

 Distance difference 
(µm) 

Angle difference 

(arc min) 

Sampling grid density 

(1/mm2) 
mean SD mean SD 

100 0.156 0.016 0.749 0.109 

400 0.045 0.023 0.233 0.132 

900 0.020 0.018 0.598 0.344 

1600 0.032 0.020 0.672 0.423 

2500 0.021 0.014 1.013 0.521 

 
Table 3.2. Accuracy of the algorithm in a relation to the sampling grid density (noisy surface). Results from 

10 trials for 15 rays along the 25 mm diameter pupil. 

Coherence length 1000µm 

Distance difference 
(µm) 

Angle difference 

(arc min) 

mean SD mean SD 

0.204 0.154 3.673 0.305 

0.192 0.140 1.942 0.287 

0.135 0.094 0.153 0.135 

0.149 0.088 0.996 0.266 

0.194 0.142 0.213 0.118 

 

3.3.3 Free-form surface (corneal topography) 
Free-form surfaces present a real challenge for optical design and 
analysis, as their surfaces cannot be easily described analytically. 
Examples of such surfaces include those of progressive addition lenses 
(PALs) designed to produce a power gradient across the lens to 
compensate for the accommodative loss in presbyopia [Charman, 2008, 
and Meister et al, 2008]. Another example of a free-form optical 
surface can be the topography of the human cornea. Currently it is 
possible to measure the anterior surface elevations of the human cornea 
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with satisfactory accuracy, although an analytical representation is 
challenging [Guirao et al, 2000a, Smolek et al, 2000 and Douthwaite, 
2002]. 

Let us consider the raw data from a corneal topography measurement 
[Figure 3.5.a and Figure 3.5.b]. The surface is subject to noise due to 
experimental errors (camera, tear film, motion) and defined on an 
irregular grid. Although a common description of the corneal 
topography is a Zernike polynomial expansion [Schwiegerling et al, 
1995, Barbero et al, 2002, Sicam et al, 2004, Turuwhenua, 2007], the 
optimal number of terms that best describes the surface has been 
debated [Iskander, 2001]. The algorithm presented gives the 
opportunity to trace rays through an optical surface given by raw 
elevation data points from corneal videokeratopography without any 
additional approximation. Figure 3.5.c shows a ray tracing on a corneal 
elevation map from a Placido rings corneal videokeratopographer 
reconstructed using the Delaunay decomposition. If the data are not 
subject to artefacts (i.e., because of eye lashes) the device is able to 
provide the elevation data sampled uniformly every 2° on each of the 
24 Placido rings. 

For purposes of comparison, the corneal topography from Figure 3.5.a 
was fitted by a seventh-order polynomial expansion (with 36 terms). 
The corresponding Zernike coefficients and the accuracy of the 
approximation are presented in Figure 3.6. The Zernike expansion was 
uniformly sampled over the area of interest and then the finite-element 
ray- tracing algorithm was applied. 

 

 
Figure 3.5. An example of a free-form surface: a) raw (discrete) data from corneal 
topographer; b) the elevation of the anterior corneal surface; c) ray tracing 
visualization through the anterior surface of the cornea. 
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Figure 3.6. (Color online) Results of the 7th order Zernike polynomial expansion of 
the corneal elevation map of Figure5 a) Zernike coefficients for a 3-mm 
normalization radius. The inset in figure a) shows the values of the 0-th and 4-th 
Zernike term as they are beyond the original scale. b) Difference between raw data 
(interpolated with cubic splines) and Zernike polynomial fit. The RMS of the 
difference is 1.4 µm. The surfaces were set to have the same  value in the center.  

Figure 3.7.a compares the results of a ray tracing (200 randomly 
distributed rays) for various representations of the corneal surface and 
the ray-tracing algorithms. The values of the RMS of the spot diagrams 
were taken at a distance of 27:72mm, which is approximately the focal 
distance of this particular surface, and were used as a metric to compare 
the outcomes from different fittings (Zernike and Delaunay with 
different interpolation methods). The first data (labeled as “RawData”) 
correspond to a ray tracing performed directly on a reconstruction of 
the surface raw elevation data (without prior smoothing) with a 
Delaunay representation (with the different methods of interpolation, 
shown with different symbols). The horizontal line corresponds to the 
Zernike fitting and semianalytical method for ray tracing. The rest of 
the data represent results from a ray tracing of the same surface fit by a 
seventh-order Zernike polynomial expansion, followed by Delaunay 
reconstruction with different sampling densities (ranging from 7x7 up 
to 100x100 per mm&2, in the horizontal axis) and different interpolation 
methods (represented by different symbols). It is remarkable that the 
values of RMS for finite-element ray tracing for raw data with the use 
of different interpolation methods is significantly higher than RMS for 
the surface approximated by Zernike polynomials. The Zernike 
representation smooths the data from the topographical measurement, 
while the FEM directly uses the raw data and performs the 
interpolation. The RMS values for FEMs on the data approximated by 
Zernike polynomials converge to the value of 13:6 µm achieved by 
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means of the semianalytical method ray tracing with use of Zernike 
approximation. For cubic and thin plate interpolation methods, the 
RMS values are very similar to the Zernike semianalytical ray tracing 
even for relatively low sampling densities (7 # 7), while the linear and 
multiquadric interpolation methods require denser samplings. Figure 
3.7.b presents the computational time as a function of sampling density, 
for 200 rays randomly distributed in the aperture. The finite-element 
algorithms are competitive in terms of execution time of the ray-tracing 
procedure for low but sufficient sampling densities. Computational 
time increases exponentially with sampling density for the Delaunay 
methods, as expected given the increase of the number of facets. 

Figure 3.8 presents a comparison of the computational time as a 
function of the number of rays to be traced for the different 
interpolation methods used in the finite-element algorithm (sampling 
20 # 20 per mm&2) and for the Zernike semianalytical method. In 
general, finite-element algorithms are competitive for the number of 
rays up to 300, above the typical number of rays used in visual optics 
applications [Llorente et al, 2007]. For a linear interpolation, the time 
consumption is significantly lower due to relatively small effort in 
finding the normals to the surface at each ray intersection with the 
surface. 
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Figure 3.7. (a) RMS of the spot diagram taken at the distance 27.72mm behind the 
cornea and (b) computational time, as a function of sampling density for different 
method of interpolation in the finite element ray tracing algorithm. The position 
“Raw data” in the horizontal axis denotes results from the ray tracing on a direct 
Delaunay reconstruction from the raw elevation data (with no sampling or Zernike 
smoothing).  For all other cases, the raw data were first approximated by a 7th order 
Zernike polynomial and then sampled with different densities. The results for semi-
analytical ray tracing on the Zernike surface are shown for comparison, as they do 
not depend on the sampling density (number of facets). 

a) 

b) 
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Figure 3.8. Time consumption as a function of number of traced rays for finite 
elements ray tracing algorithm with various method of data interpolation in 
comparison to semi-analytical procedure used with Zernike polynomials expansion. 

3.4 Conclusions 
The algorithm presented, based on a Delaunay-reconstructed surfaces, 
allows performing easily a ray tracing on a regular or random grids of 
points from either analytical, noisy or free-form surfaces. We have 
shown that the ray tracing through analytical surfaces is accurate even 
for reasonably low density samplings (when compared to analytical 
results provided by optical analysis software). However, as in many 
other finite element methods, denser sampling improves accuracy 
further when compared to the results obtained with use of analytical 
methods. 
The algorithm is able to determine the points of intersection and 
normals on noisy surfaces. The accuracy depends on the surface 
roughness, and decreases with increasing height RMS and decreasing 
correlation length. 
In principle, the Delaunay decomposition method is very flexible, 
allowing tracing rays through any optical surface given by discrete data 
points. Unlike with modal surface fitting (such as in Zernike 
polynomials), surfaces are not necessarily smoothed. Together with 
well-described algorithms for tracing rays through gradient index 
structures [Moore et al, 1976, Sharma et al, 1982, Marchand, 1988 and 
Egorchenkov et al, 2001] it can serve as a powerful tool for optical 
computations. The only limitation is the memory usage of the 
processing unit and the computational time which might be very large 
for tracing many rays through densely sampled surfaces. We have 
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shown that all methods tend converge for densities above 40x40 
samples. When the Delaunay decomposition is combined with a thin 
plate or cubic interpolation, the results from ray tracing are similar to 
those when a Zernike fitting and semi-analytical ray tracing of surface 
is used, for densities as low as 7x7 samples. The advantages of the 
Delaunay decomposition rely on their relative simplicity, higher speed 
and a much more efficient way to estimate the surface normals. 

The presented method can be used for to test the influence of the 
quality of the topographical surface reconstruction on the optical 
performance, as well as the influence of the noise or high frequency 
irregularities of the realistic surface on the performance of the optical 
elements; or the reversed question (i.e. what is the influence of the 
smoothening of the raw topography data of the real surfaces on their 
optical performance). Applications of this algorithm include the 
estimation of the aberrations produced by realistic surfaces and the 
application of optical distortion correcting algorithms. 
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Chapter 4 
Optical Coherence Tomography for 

quantitative surface topography 
This chapter is based on the article by Ortiz, S. et al  “Optical 
Coherence Tomography for quantitative surface topography” Applied 
Optics, Vol. 48, Issue 35, pp. 6708-6715 (2009). The coauthors of the 
study are: Damian Siedlecki, Laura Remón and Susana Marcos. The 
development of this work was performed at Instituto de Óptica “Daza 
de Valdes”. The contribution of the author of this thesis was to address 
the measurement and correction of fan distortion in optical coherence 
tomography (OCT). Computer simulations were performed to quantify 
the effect and to evaluate its dependency of the scanning mirror 
separation and design of the collimating lens, as well as to estimate the 
optimal axial position of that lens to minimize the fan distortion, We 
also developed a numerical algorithm based on 3-D ray propagation for 
the correction of the residual fan distortion. The effect was studied 
experimentally using a custom developed time-domain OCT in a 
Michelson configuration provided with a confocal channel. The 
accuracy of the fan distortion correction algorithm was tested on 
samples of known dimensions (flat surfaces and spherical lenses).  
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4.1. Introduction 
The OCT inherent ability to resolve differences in distance within 
microns and the possibility of introducing fast optical scanners makes 
of the OCT a perfect tool to act as a topographer. So far there are only 
few examples in the literature using OCT for quantitative surface 
characterization [Kim et al, 2009 and Podoleanu et al, 2004]. The main 
limitation for the direct quantitative analysis of surfaces is the so-called 
fan distortion. Fan distortion is a set of aberrations associated with the 
scanning system architecture of the optical setup that typically consists 
of two-mirror and two-axis scanning system [Li et al, 1995, Li et al 
1997, Marshall, 1980, and Li et al 2008]. Such scanning systems are 
used in most of the OCT devices. One of the components that have the 
major contribution to the magnitude of fan distortion is field distortion 
and astigmatism. These Seidel’s aberrations result on a deformation of 
the image of the tested sample [Xie et al, 2005 and Chen et al,2007], 
and in the OCT devices arise primarily from the separation of the 
mirrors in the mentioned two-axis scanning system (see Figure 4.1). 
The other components to the distortion arise from the precision of the 
flatness of the scanner mirrors [Xie et al, 2005] or slight misalignment 
of the light beam to the axis of rotation of the mirrors. However, with a 
proper calibration of the fan distortion introduced by the optical 
scanner, OCT can be used as a tool to retrieve geometrical parameters 
of surfaces. Some authors [Westphal et al, 2002] have addressed fan 
distortion in an OCT system, in which the rastering was produced by a 
non linear scanning system (consisting of resonant mirrors plus non-
telecentric scanning). They proposed to correct the distortion with the 
use of images taken axially around the confocal position of the beam, 
without taking into account the 3-D information provided by the OCT. 
Therefore the proposed procedure can be applied only to 2-
dimenstional imaging, not to 3-D topography. Therefore the topic still 
seems to be open and a solution timely, as current OCT systems start 
allowing real-time 3-D images acquisition in living samples. 
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Figure 4.1. Separation of mirrors in the scanner (a) results in a different beam 
deflections after being refracted by a collimating lens (b) in an OCT setup. 

In the current study we will present a proper and reliable calibration 
that is critical if the OCT setup is to be used for quantitative 
measurements of the surface topography. We also present some 
experimental results of topographic measurements of test samples of 
known geometry, in particular intraocular lenses (IOLs). 
 
4.2. Methods 
4.2.1. Modeling of the fan distortion 
When imaging even perfectly flat surfaces by means of 3-D OCT 
devices, they become curved. This phenomenon can be described as a 
combination of at least two possible effects: (1) architecture of the 
scanning system, with relatively significant influence of spatial 
separation of the mirrors; (2) design, position and alignment of the 
collimation lens in relation to the mirrors of the scanner. 

There exists a variety of designs and architectures of 2-D scanning 
systems [Montagu et al, 2004]. One feature that is common to most of 
them is that the mirrors responsible for angular beam deflection are 
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separated by some distance. In a pre-objective scanning configuration, 
it is equivalent to the situation presented in Figure 4.1b, when the 
origins of the fan in saggital, and meridional cross-sections (solid and 
dotted lines, respectively) are separated by the distance between mirrors 
in the scanner. Therefore, the incident angles of the marginal beams in 
two perpendicular cross-sections are different. This configuration 
results in different exit angles of off-axis beams (the further from the 
optical axis, the larger difference in angle). This leads to relevant 
differences in the optical path, which finally results in the distortion of 
a perfectly flat surface that can be seen in raw OCT images. The effect 
is shown schematically in Figure 4.2 which presents two OCT images 
of a flat optical surface (mirror) captured in two perpendicular 
directions. In this figure the effect of fan distortion can be clearly 
noticed: the flat surface became curved, and in one cross-section the 
curvature is larger than in the other. 

 

 

Figure 4.2 OCT images of a flat optical surface (mirror) captured in two 
perpendicular directions: a) vertical and b) horizontal. 

The design, position and alignment of the collimating lens have a very 
significant impact on the magnitude of fan distortion. We developed an 
algorithm in Matlab® for simulations of the beam propagation in the 
OCT sample arm of the interferometer towards the sample. In this 
algorithm it was assumed that small-diameter beams used in the OCT 
scanning systems can be well described by single rays, and that the rays 
are propagated according to the laws of geometrical optics. In order to 
perform realistic simulations, the algorithm can take into account the 
eventual non co-axial alignment of the scanner mirrors with respect to 
the chief ray, various separations between the scanning mirrors and 
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various locations of the collimating lens (regarded as a thick lens) that 
focuses the beam on the sample. The algorithm is able to estimate the 
optimal lens position by minimizing the rms of the average value of the 
directional cosines of propagation vectors behind the lens. 
Experimentally, this can be achieved by moving the lens along the 
optical axis. It should be noticed that, if the system is free of 
aberrations, the propagation vectors of the rays are perfectly parallel to 
each other and their rms is equal to zero. 
4.2.2. Estimation of the residual fan distortion 
Even for the optimal lens position, there is some residual distortion that 
needs to be estimated and corrected numerically. For this purpose, a flat 
sample plate with a diffuse surface was used for calibration and tested 
on the experimental setup described in the Section 4.2.1. This 
calibration plate contains a black grid on a white background, with an 
interline separation of 1 mm. Series of grid images through the exact 
confocal position of the sample were obtained using both the confocal 
and the 3-D OCT channels The images captured with use of confocal 
channel were processed using a Hough transform [Fernandes et al, 
2008] (a more efficient algorithm than simple edge detection) to detect 
the lines of the grid in the image. The detected lines were fitted to 
parabolas (in the angular system of coordinates) and the intersections of 
vertical and the horizontal parabolas were recognized as the nodes of 
the grid (the steps of processing the confocal data are presented in 
Figure 4.3) This way each node can be expressed both in Cartesian 
coordinates   

Nij (x, y)  and in angular coordinates   
Nij (! ," ) , where  i  

and  j  denote the number of row and column related to the reference 
node  (0,0) , which is not affected by distortion. It should be noted that 
in the confocal image the angular system of coordinates is rectangular, 
as shown in Figure 4.4. The conversion between these two systems is 
related to the length of arc calculated for the Equations of the parabolas 
given by   f (!)  and   f (! ) , which for each node can be expressed by 
Equation 4.1: 
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where   
(xi , y j )  and   

(!i ," j )  are the coordinates of the each node  
Nij  in 

Cartesian and angular coordinates, respectively. This way, each point in 
the confocal image can be converted to the Cartesian coordinates by 
calculating: 
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Eq.4.2  

where   (xk , yl )  and   (!k ," l )  are the coordinates of the each point  in 

Cartesian and angular coordinates, respectively;   ( Xm ,Yn )  and   (!m ,"n )  
are the coordinates (related to reference point  (0,0) ) of the node  Nmn  
(in Cartesian and angular coordinates, respectively) which is closest to 
the point of interest  

Pij . This conversion was used to obtain the angular 
input of the scanner into spatial coordinates. 

 

 

Figure 4.3. Steps of the calibration procedure using the confocal channel: a) original 
confocal image; b) grid line detection (points) and their approximation by parabolas 
(lines); c) detection of the grid nodes (intersection points of the parabolas). 

 

The 3-D OCT images can be expressed in scanner angular coordinates 
plus a length to a reference point: 

  
! ," , L( ) , where  is the elevation 

angle, ! is the azimuth angle and  L  is the Euclidean distance (length) 
with respect to a reference point, being the minimum of the axial 
scanning range (to which any other axial scan range must be referred). 
The correspondence between the angular scanner coordinates and the 
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spatial coordinates on the image is achieved through the conversion 
factor obtained for each axial location from confocal channel, as 
explained before, allowing to express each OCT image of the series as 

  
x, y, L( ) , where  x  and  y  are the horizontal and vertical coordinates, 

respectively and  L  is the uncorrected axial component (length). 
Correction of L is achieved by 3-D ray tracing in space. Rays can be 
described by the general ray Equation in a vectorial form (Equation 
4.3): 

    
!
Ri = Oi + LT̂i Eq.4.3  

where  Oi  is the origin point of the  i -th ray and   T̂i  is the normalized 
directional cosine of the ray. 

 

 

Figure 4.4. Point  Pkl  represented in angular (dashed lines) and Cartesian (solid 

lines) systems of coordinates. The origin of both systems is at the same point 

 (0,0)  - the point not affected by distortion. Point  Nmn  is the closest node to 

point  Pkl . 

 The directional cosines can be achieved by capturing a series of 
confocal images together with 3-D OCT measurements at each axial 
sample location around the confocal plane (the distances to the 
reference plane need to be known), and then identifying the coordinate 
positions of each pair of angles introduced to the scanner in each of the 
confocal images, tracking their relative movement spatial system 
coordinates (from one confocal image to the next one) as shown in 
Figure 4.5a. By fitting the  xi  and  yi  components to a line by linear 
regression, the vertical and horizontal coordinates at the origin, as well 
as the components of the directional cosine can be obtained. By using 
the regression analysis, the effect of the noise due to the introduction of 
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the diffuse plate and to mechanical instability of the motor is 
minimized: 

 

  

xi = x0
i + LTx

i

yi = y0
i + LTy
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Eq.4.4  

 

where  and are the horizontal and vertical coordinates of the 
origin for i-th ray.  

 

Figure 4.5. a) Capture of a series of confocal images at different axial grid positions 
for the purposes of system calibration; b) Schematic explanation of the correction 

procedure. Point  Pi  is obtained on the OCT and expressed in angular system of 

coordinates 
  
! ," , L( ) , where !  and !  are the angles of the scanner, and  L  is 

the distance from the reference point  O  along the ray given by the propagation 

vector  T . Point   Pi '  is the point after correction, in Cartesian coordinates. 

Once the horizontal and vertical components of the directional cosine 
have been obtained, it is straightforward to get the axial component, 
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since this vector is normalized. Finally, by selecting the origin of the 
axial component as 0 the real axial coordinate can be obtained: 

  
zi ' = L 1! Tx

i( )2
+ Ty

i( )2
Eq.4.5  

4.2.3. Fan distortion correction 
When the fan distortion of the setup is characterized, it can be easily 
removed using a general 3-D ray Equation: a reference point in space 

 and the directional cosine of a ray at this point   T̂ . Any point at this 
ray can be placed by simple substitution of the angles in Equation (4.4). 
If the particular scanner angle was not measured experimentally, the 
correspondence can be obtained from a bicubic interpolation of the 
measured angle. Therefore, since the scanning beam can be 
approximated by a single ray, and each pair of angles of the scanning 
mirrors is related exactly to one normalized vector of propagation   T̂i , 
the information achieved from the calibration of the setup (from the 
scheme presented above) can be used to obtain the coordinates of the 
normalized vector of propagation   T̂i . Once it is obtained, the corrected 
coordinates of the point   Pi '  on a surface can be found by multiplying 
the distance obtained from OCT  by the directional cosine vector and 
adding the reference point for this specific ray. 

  Pi ' = Oi + LiT̂i Eq.4.6  

Figure 4.5b presents the schematic explanation of the method. A useful 
feature of this algorithm based on ray propagation expressed in angular 
notation is that the distortion is constant and does not depend on the 
axial position of the sample, unlike the Cartesian coordinates. For this 
purpose, the shape of the examined samples in the uncorrected OCT 
images does not change with the axial position of the sample (however, 
the image quality may change). 

4.2.4. Validation on surfaces of known geometry 
In order to validate the fan distortion correction method, its accuracy 
was tested on several surfaces of known geometries. These surfaces 
were: (1) a flat optical surface; (2) a spherical lens (used in previous 
studies as an artificial cornea [Gora et al, 2009]; (3) a biconvex 
commercial PMMA spherical IOL (anterior and posterior surface). 
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The spherical surfaces were measured additionally by confocal 
microscopy based non-contact profilometry (PLm  2300, Sensofar-
Tech SL, Terrasa, Spain) in order to have the values of reference. 

Each surface was measured by the described OCT setup (55 B-scans, 
55 A-scans each). The angular dimensions used to scan the surface 
differed across samples: -4.5 to 4.5 deg for the flat surface, -3.3 to 3.3 
deg for the artificial cornea, and -1.5 to 1.5 deg for the intraocular 
lenses. The 3-D data were processed with use of custom algorithms for 
line detection and surface identification. Once the cloud of points 
belonging to every surface was identified, the algorithm to correct fan 
distortion was applied and then the points were fitted by analytical 
Equations of spheres using a least-mean-square algorithm. The fits 
were performed on the raw points, as well as on the set points after fan 
distortion correction. The radii of curvature of each surface was 
obtained and compared to the values with use of non-contact 
profilometer. 
4.3. Results 
4.3.1. Simulation of fan distortion  
We introduced the parameters of our OCT system in the simulation 
presented in Section 2.1, and applied a minimization algorithm to 
determine the optimal axial location of the collimating lens that 
provided the lowest level of fan distortion. The effect of the separation 
between the scanning mirrors and the focal length of the collimating 
lens were also tested.  
The most relevant geometrical parameters for the model are the 
distance between centers of mirrors and collimation lens (4.67 mm), 
radii of curvature (39.070 mm and infinity), thickness (5.122 mm) and 
refractive index of BK7 for the wavelength 0.820 mm) of the 
collimated lens. Simulations were performed for a random pattern of 
200 rays in the 3-D-ray tracing. 
Figure 4.6a presents the results of simulation of the magnitude of 
aberrations ( rms ) as a function of the position of the lens and the 
separation between the scanning mirrors. The magnitude of the 
distortion is expressed in terms of the rms of the ray deviations with 
respect to theoretical collimation. The position of the lens is referred to 
the position of the vertical scanning mirror. The global minimum can 
be observed for a telecentric configuration, which is possible only for 
scanning in one direction (B-Scan). For any other distance between the 
scanning mirrors, there exists one position of the collimating lens, 
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which corresponds to the minimum of rms  for this particular 
configuration. This means that the optimal position depends strongly on 
the separation distance between the scanner mirrors and the design of 
the lens (which affects its spherical aberration). Figure 4.6a shows the 
magnitude of the fan distortion as a function of the focal length of the 
collimating lens placed in its optimal position. Figure 4.6b presents a 3-
D plot of the fan distortion simulated for the architecture used in our 
experimental system. Points on this plot correspond to the beams 
having the same optical path. The astigmatic shape of this distortion 
arises from the separation of the scanner mirrors: a larger separation 
results in a larger peak-to-valley difference of the distortion. For the 
collimating lens of our OCT system and the scanning mirror separation 
in our galvanometer system the optimal position for the collimated lens 
(marked with an asterisk in the Figure 4.6a was 71.42 mm from the 
vertical scanner mirror. 

 

 
Figure 4.6. Results of simulations of the fan distortion: a) distortion as a function of 
the lens position and separation between scanner mirrors, b) distortion as a function 
of the focal length of the collimating lens (in its optimal position) and c) fan 
distortion for the architecture used in the experiment. 
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We found that the optimal lens position was also depended on the 
aperture size, due to the influence of the spherical aberration of the lens 
on the fan distortion. We repeated the simulation for different apertures 
(radius ranging from of 1 mm to full aperture of the lens in 1-mm 
steps). Figure 4.7 shows the dependence of the optimal distance with 
lens aperture, as predicted from the simulations.  

 
Figure 4.7. Optimal lens position as a function of lens aperture radius. 

4.3.2 Residual fan distortion in the experimental system 
In the experimental setup we placed the lens at the optimal distance 
estimated from the simulations, as both the lens parameters and scanner 
architecture of the experimental system were used in the model. 
Despite obvious technical difficulties in setting the exact distance, the 
reconstructed OCT data of a flat surface (optical mirror) is very similar 
to the simulated one (presented in Figure 4.6c.), which confirms our 
predictions. 
4.3.3 Correction of fan distortion of OCT images 
The developed fan correction distortion algorithm was applied to the 
correction of residual distortion in 3-D OCT images of a flat surface, 
shown in Figure 4.2. Figure 4.8 shows the efficiency of the correction 
applied to the distortion data of a flat surface. The deviation from 
flatness of the corrected surface is very small (rms < 2 "m, while the 
peak-to-valley magnitude of the distortion was about 90 "m). 

The correction of the residual fan distortion was also applied to 3 
PMMA spherical surfaces of known radii of curvature. The results are 
shown in Table 4.1. Raw elevation data, profilometric data and 
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elevation data after fan distortion correction were fitted by spherical 
surfaces using the same fitting algorithm. 

Table 4.2. Radii of curvatures of tested surfaces: measured with use of non-contact profilometry and OCT 
(before after distortion correction). 

Type of data Profilometer OCT before 
correction2 

OCT after 
correction 

Anterior IOL surface 
[mm] 17.66 17.40 17.70 

Posterior IOL surface 
[mm] 10.70 10.86 10.76 

Artificial Cornea [mm] 7.76 8.73 7.77 

 

 
Figure 4.8  Comparison of topographies of a flat surface obtained by means of OCT 
before and after numerical correction. The shape of uncorrected surface is given by 
simple conversion from the angular to Cartesian coordinates. 

4.4. Conclusions 

We have shown the presence of fan distortions in OCT system and 
proposed a method for correction. The effect has been shown on a 
custom laboratory time-domain OCT system, in which a confocal has 
proved very useful tool for calibration and sample alignment. 

The magnitude of fan distortion depends on the distance between 
scanning mirrors, as well as the position of the collimation lens and its 

                                                
2 Values calculated by simple conversion from the angular to Cartesian coordinates. 
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power and aperture. Fan distortion was minimized by positioning the 
collimated lens, according to predictions from 3-D ray tracing model. 
Fan distortion can be also reduced by increasing the focal length of the 
collimating lens. Algorithms to correct the residual fan distortion have 
also been proposed and applied to real surfaces imaged with the OCT 
device. After correction, we showed discrepancies of less than 2 mm 
RMS flatness on flat surfaces, and less than 0.2% in the radii of 
curvature of spherical lenses with respect to values measured with other 
method, while the uncorrected data showed discrepancies up to 90 mm 
for flat surface and up to 12% in the radii of curvature. We conclude 
that after application for fan distortion OCT can be reliably used for 
topography optical surfaces. OCT systems may be more versatile than 
other non-contact profilometry devices, as can work both on transparent 
and diffusing surfaces, and the lateral range of application is only 
limited by the angular range of the galvanometric scanners. The lateral 
resolution is hardware limited and depends mainly on the sample beam 
diameter and optics and the quality of scanners used in the setup, while 
the axial resolution depends on the light source bandwidth and subpixel 
precision of the edge detection algorithms. Also, with some 
modifications in the calibration method (based on other approaches 
rather than the use of a confocal channel), the fan distortion correction 
algorithms described here can also be applied to spectral OCT systems 
[Ortiz et al, 2010], which can then be used as reliable corneal 
topographers (Chapter 7) [Gora et al, 2009, Grulkowski et al, 2009 and 
Ortiz et al, 2011]. 
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Chapter 5 
Optical distortion correction in Optical 

Coherence Tomography for quantitative 
anterior segment three-dimensional imaging 
This chapter is based on the article by Ortiz, S. et al  “Optical distortion 
correction in Optical Coherence Tomography for quantitative anterior 
segment three-dimensional imaging” Optics Express, Vol. 18, Issue 3, 
pp. 2782-2796 (2010). The coauthors of the study are: Damian 
Siedlecki, Ireneusz Grulkowski, Laura Remon, Daniel Pascual, Maciej 
Wojtkowski and Susana Marcos. The work was developed at Instituto 
de Óptica “Daza de Valdes”. The contribution of the author of this 
thesis was the development of a method for 3-D optical distortion 
(refraction) correction on anterior segment OCT images has been 
developed. The method consists of 3-D ray tracing through the different 
surfaces, following denoising, segmentation of the surfaces, Delaunay 
representation of the surfaces, and application of fan distortion 
correction. The correction has been applied theoretically to realistic 
computer eye models, and experimentally to OCT images of an 
artificial eye with a Polymethyl Methacrylate (PMMA) cornea and an 
intraocular lens (IOL), an enucleated porcine eye, and a human eye in 
vivo images were acquired using two OCT laboratory set-ups (time 
domain and spectral systems). Data are analyzed in terms of surface 
radii of curvature and asphericity. Comparisons are established between 
the reference values for the surfaces (nominal values in the computer 
model; non-contact profilometric measurements for the artificial eye; 
Scheimpflug imaging for the real eyes in vivo and vitro). The results 
from the OCT data were analyzed following the conventional approach 
of dividing the optical path by the refractive index, after application of 
2-D optical correction, and 3-D optical correction (in all cases after fan 
distortion correction).  
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5.1. Introduction  
Anterior segment imaging has received a strong attention in the last few 
years. The availability of different imaging modalities and the increased 
resolution and visibility of the ocular structures has allowed several of 
the new developments to have an impact on the clinical practice. 
However, the increased quality of the images obtained from these 
methods has not been in general paralleled by the quantitative analysis 
of the raw data. Quantitative biometry is essential in many areas in 
physiological optics (i.e. customized eye modeling [Rosales et al, 2007] 
understanding of the structural changes in the crystalline lens during 
accommodation [Rosales et al, 2007] and aging [Dubbelman et al, 
2005], crystalline lens gradient index of refraction reconstruction, etc...) 
and ophthalmology (i.e. changes in the anterior and posterior corneal 
topography after refractive surgery [Moreno-Barriuso et al, 
2001],[Perez-Escudero et al 2009] and the accuracy [Norrby, 2008] and 
evaluation of cataract surgery [De Castro et al, 2007],[Marcos et al, 
2007], among others). Optical Coherence Tomography (OCT) is one of 
the most versatile and promising imaging techniques of the anterior 
segment of the eye, due to its high resolution, and the possibility of 
imaging the anterior and posterior cornea, the iris and the crystalline 
lens over a large cross- sectional area. Recent studies [Grulkowski et al, 
2009] have shown the possibility of increasing the range of OCT 
imaging from the anterior cornea to the posterior surface of the 
crystalline lens. OCT presents advantages over other techniques such as 
Purkinje (limited to the estimation of lens alignment, keratometry and 
phakometry) and Scheimpflug imaging (which has lower resolution, 
and the posterior lens visibility is limited by the pupil aperture). 
However, unlike exceptionally in OCT, Purkinje and Scheimpflug 
imaging have been thoroughly validated and corrected from the optical 
distortions produced by the preceding ocular surfaces and the accuracy 
of the results demonstrated using model eyes with known geometry 
[Perez-Escudero et al, 2009, de Castro et al, 2007, Rosales et al, 2006, 
Dubbelman et al, 2002, and Rosales et al, 2009]. 

In general, OCT is subject to two types of distortion: fan and optical 
distortions. Fan (field) distortion, as it was explained in Chapter 4, is 
related to the rastering of the surfaces with optical scanners. If the fan 
of principal rays is not perfectly flat with respect to the optical axis of 
the system, then the first surface it is not well reproduced and even a 
flat surface becomes curved on the image. This effect as it was 
explained in Chapter 4 can be characterized and minimized numerically 
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by application of correction algorithms based on ray propagation, Snell 
law and Fermat principle.  
Optical distortion is an effect produced while imaging a sample 
embedded in a medium different from vacuum (air), and therefore the 
rays are bended by the effect of refraction by preceding surfaces. This 
produces a very significant loss of the geometrical features of the 
observed surface, and therefore its geometrical parameters, such as 
curvature and thickness cannot be retrieved directly from the image. 
Imaging the inner layers in the eye is therefore subject to this type of 
distortion, as each layer differs in shape and structure [Jakobiec, 1982] 
and will show a different index of refraction. Apart from the strongest 
refractive effect at the air-anterior cornea (or tear film) interface, the 
major effects in a normal eye will happen in the posterior cornea-
aqueous humor, aqueous humor-anterior lens, and posterior lens-
vitreous humor interfaces. 

The optical surfaces such as those in the eye are generally more 
complicated because they do not exhibit rotational symmetry and are 
not centered around an optical axis. As a consequence, the technique of 
distortion correction based on 2-D ray tracing seems to be insufficient. 
Therefore, a complete optical distortion correction requires a 3-D 
approach. Providing accurate topographies of the internal surfaces of 
the eye requires correction of the optical distortion, and this problem, to 
our knowledge, has not been addressed before in 3-D. Only a few 
studies have addressed the problem of optical distortion, and have 
proposed methods for 2-D corrections for OCT images [Podoleanu et 
al, 2004, and Westphal et al, 2002], based on the Fermat’s principle. 
While this is an excellent first approach to the problem and 
undoubtedly better than the standard correction consisting of dividing 
the OCT optical distances by the refractive index, we will show that the 
errors of minimizing parameters that define the surfaces are better 
estimated correcting for 3-D instead of doing it only on cross-sectional 
images. Podoleanu et al. [Podoleanu et al, 2004] showed corrections of 
cross-sectional images of an intraocular lens (IOL), an intralipid drop 
and the anterior chamber angle in a living human eye. A limitation of 
the work is the use of analytical fits of circles (according to Gullstrand 
model) to the surfaces, and therefore ignoring local irregularities of the 
surfaces. Westphal et al. [Westphal et al, 2002] recognized the potential 
improvement of applying the optical correction in 3-D, instead of 2-D, 
since the normal has three components, as well as the refracted 
directional cosine. 
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In this chapter we present a numerical method to correct for the optical 
distortion of 3-D data from OCT systems. Experimental data on lenses 
(artificial cornea and IOL) with known geometrical parameters and in 
real eyes (porcine eye in vitro and human eye in vivo) were collected 
with two calibrated laboratory OCT set-ups, one time-domain OCT 
(TD-OCT) system and the other a spectral OCT (SDOCT) system. 
Previously to the optical correction, the raw images were corrected 
from fan distortion [Ortiz et al, 2009b]. The images are also segmented 
using custom-developed algorithms and fitted by a Delaunay surface 
decomposition [Ortiz et al, 2009a], which is used to perform 3-D Ray 
Tracing. The obtained geometrical parameters on the artificial cornea 
and IOL were validated against a non-contact profilometer, while a 
porcine and a human cornea were validated against a calibrated 
Scheimpflug imaging system. 
5.2. Methods 
5.2.1. Theoretical considerations 
Any low-coherence interferometry system records optical paths. The 
easiest and most frequent method for reconstructing the position of the 
surfaces and interface distances is just by dividing the recorded optical 
paths by the value of refractive index without taking into account the 
refraction effect on the optical surfaces [Wang et al, 2002, and Kim et 
al, 2009]. Although this approach can be justified for the paraxial 
region and coaxial surfaces, where the axial ray goes through the 
optical system without being refracted, it cannot be applied for outer 
(peripheral) regions. The scanning rays in an OCT system are generally 
characterized by angular coordinates !,"( )  of the scanner. Even though 
the OCT may be calibrated and the angular coordinates can 
be converted directly to spatial x, y( )  coordinates, such calibration is 
valid only for the first surface, as it is the only one that is reached by 
parallel beams (assuming the fan distortion can be negligible or has 
been corrected [Ortiz et al 2009b]). For this reason, a simple division of 
the optical path by the value of refractive index of the media, which is 
the simplest and the most common way to correct the optical distortion, 
is insufficient for retrieval of the correct physical distances and 
dimensions of the sample. 
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Figure 5.1 Illustration of a scanning system plus a collimation-condensing lens in an 
anterior segment OCT system. See text for details. 

Figure 5.1 presents an illustration of the sample arm of the OCT 
measurement configuration, along with a curved sample (of refractive 
index n1 , in blue) immersed in an external medium (in white) of 
refractive index n0 . The elevation and azimuth angles !i  and ! i  
introduced to the galvanometric scanners define the i-th ray. Once, this 
ray has been propagated through the lens the outcoming ray defines a 
reference point  

!
Ri
0 and a directional cosine T̂i0 , where Li0  is the distance 

to meet the surface at the point  
!
Ri
1 . The normal at the meeting point is 

denoted by N̂i
0 . Then, the ray is subject to refraction and it changes its 

directional cosine T̂i1 . If the ray continues propagating through the 
second medium (in blue), it meets the second interface surface at point 
 
!
Ri
2 travelling a geometrical distance denoted by Li1 . Therefore every pair 

of angles of the galvanometric scanner !i ," i( )can be related to a 
sampling ray and its Equation in a generalized vectorial form: 

 !i ," i( )# !
Ri

j+1 =
!
Ri

j + Li
jT̂i

j Eq.5.1  

where the subscript i is the number of the ray, and the superscript j 
denotes the number of the interface. 

However, in the OCT image representation the geometrical distances 
cannot be seen because each single A-Scan represents the optical path 
of one particular ray. In general the total path Di of a particular ray (i) 
can be expressed as the summation of the partial optical paths of every 
media passed by the ray, assuming that the media are homogeneous the 
optical distance is simply the multiplication of the geometrical path and 
the value of the refractive index (see Equation 5.2). 
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Di
j = n jLi

j

j=0

m

! Eq.5.2  

wheren j is the refractive index of the medium between j -th and ( j +1
) interface. 

This way any OCT A-Scan can be described by two angular 
coordinates !i ," i( )  and one spatial coordinateDi . 

In order to correct for the effect of optical distortion in general (fan 
distortion and refraction), it is required to propagate the optical 
distances obtained by the OCT along the directional cosines of the ray, 
taking into account refraction effects that happen at each interface 
between two media of different refractive indices. Starting from the 
calibrated zero position  

!
Ri
0 and the initial directional cosine T̂i0  the 

consecutive coordinates (spatial  
!
Ri
2  and directional T̂i

2 ) can be 
estimated considering that the position of this point ( 

!
Ri
2 ) is actually a 

geometrical distance Li
0  measured along the ray (see Equation 5.1.). 

Once the ray goes through the first surface, it undergoes refraction if 
the consecutive medium has a refractive index different from air. In 
order to calculate the direction of ray propagation after refraction, the 
vectorial refraction Equation needs to be applied [Keller et al, 1950]:  
 

T̂i
j +1 =

n j

n j +1

!
"#

$
%&
T̂i

j '
n j

n j +1

!
"#

$
%&
T̂i

j N̂ i

j ' 1 '
n j

n j +1

!
"#

$
%&
2

1 ' T̂i
j N̂ i

j( )2() *+
,
-
.

/.

0
1
.

2.
N̂i

j Eq.5.3  

In order to do this, it is required to know the cosine director T̂i
j  of the 

incoming ray; the refractive index of every media in the ray path 
n j+1,n j{ } , as well as the normal vector N̂i

j  to the surface at point of 
refraction.  

In order to apply this procedure computationally we have performed the 
calculation of the 3-D normal vectors by performing the cross products 
of the 3-D gradients for vertical and horizontal components. The 
gradients are obtained (Equation 5.4) by convolving a gradient mask 
vector in the horizontal direction (Mh ) and in the vertical direction       
(Mv ) with the component of the detected points of every surface 
X j ,Y j ,Z j{ }  arranged in matrices. Notice that the arrangement of 
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points corresponding to horizontal, vertical and axial coordinates is 
denoted in capital letters. The results of the operations are six matrices 
corresponding to the horizontal, vertical and axial coordinates for the 
horizontal Gxh

j ,Gyh
j ,Gzh

j{ }  and vertical Gxv
j ,Gyv

j ,Gzv
j{ } components of 

the gradients. 
 

Gx
h

j

,Gy
h

j

,Gz
h

j{ } = M
h
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j

,Y
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, Z
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Eq.5.4  

 In order to avoid the edge effects of filtering, the boundaries of the 
matrices are expanded by bicubic local extrapolation. This way the 
gradients for the three components are obtained in matricial form. Once 
the vertical and horizontal gradients are obtained, the resultant matrices 
are cropped by their boundaries to prevent them to be affected by 
filtering operations and to retrieve its original size. 

The local gradient of a point (an element in matrix representation) is 
obtained by arranging again the matrices by the concatenation 
operation for the particular element of the gradient matrices. Let us to 
assume that the i-th ray corresponds to the element m,n( ) in matricial 
notation. Then the horizontal and gradients vectors ( 

!
Gh

j and  
!
Gv

j ) can be 
expressed by: 

 

!
Gh

j i( ) = Gxh
j m,n( ),Gyhj m,n( ),Gzhj m,n( )[ ]

!
Gv

j i( ) = Gxv
j m,n( ),Gyvj m,n( ),Gzvj m,n( )[ ]

Eq.5.5

 

The cross-product of these gradients ( 
!
Gh

j and  
!
Gv

j ), for each point of 
these matrices, provides non-normalized normal vectors N̂i

j  
perpendicular to the surface. The vectors can be normalized as follows: 
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N̂i

j =

!
Gh

j i( ) ! !Gv

j i( )
!
Gh

j i( ) ! !Gv

j i( )
Eq.5.6 . 

As explained above, the point which met the surface acts as the 
reference for the refracted ray 

!
Ri

j+1 , while the new cosine director T̂i
j+1

is calculated by the refraction formula. In a last step, as the measured 
distance between layers is an optical path, it needs to be divided by the 
refractive index to retrieve the real geometrical aspects of the surface. 
In such a way, the points under the layer can be shifted following the 
new ray Equation. This processing should be repeated for every layer 
until all the points are corrected. Figure 5.2 illustrates the steps of the 3-
D correction from the original surfaces to the reconstructed surface 
after correction.  

 
Figure 5.2. a) Original segmented surfaces of a human cornea. b) Anterior surface 
plus incoming rays in blue c) Normals to the surface the surface in red. d) Refracted 
rays in red and reconstruction of the second surface.  

In this work, two more methods to correct the optical distortion have 
been implemented for comparison purposes with the 3-D correction 
previously described. The most common method consists of dividing 
the optical path by the refractive index of every layer.  The so called 2-
D Ray tracing method consists of applying the Snell law to every 
segmented curve of each collected B-Scan. This way the images are 
corrected from refraction in the very same plane as they are collected. 
Finally, the resultant layers or surfaces obtained by the three methods 
are fitted to 3-D conics in order to get relevant parameters (radius or 
conic constant) of the surface. 
In order to predict the magnitude of the effect of the optical distortion 
in the eye, we simulated OCT imaging of the anterior chamber of a 
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simple 4-surface computer model (with conic anterior and posterior 
cornea and lens surface) with realistic amounts of lens tilt and 
decentration [de Castro et al, 2007, and Rosales et al, 2006] and foveal 
misalignment [Rosales et al, 2009]. The light was propagated across 
surfaces by exact 3-D Ray Tracing, the points of intersection between 
the surface and the beams recorded, and the geometrical (optical) 
distances evaluated. The resultant four surfaces were corrected from 
optical distortion by three approaches: (1) the most common method of 
dividing the optical path by the refractive index, (2) by performing a 2-
D Ray tracing of every cross section (B-Scan) and (3) the method of 3-
D correction of optical distortions.  

5.2.2. Experimental setups and protocols 
Experimental optical coherence tomography images were obtained 
using two laboratory anterior segment OCT systems set up at the Visual 
Optics and Biophotonics Lab (Instituto de Optica, CSIC, Madrid, 
Spain). One is a classical time domain OCT (TD-OCT) system with a 
confocal channel, described in detail before [Ortiz et al, 2009b]. The 
other system is a high-speed spectral OCT (SDOCT) using custom 
designed software, optics and spectrometer with CMOS camera (Basler 
Sprint), constructed in collaboration with Nicolaus Copernicus 
University, Torun, Poland based on commercially available Copernius 
OCT device (Poland) [Grulkowski et al, 2009]. The parameters of light 
sources and resolutions of both systems can be found in our earlier 
publications. 
These two devices were used to collect the 3-D data from different 
samples. In vitro samples (imaged with the time-domain OCT system) 
included (1) IOL made of PMMA, with spherical surfaces of known 
radii of curvature (as provided by the manufacturer, AJL Ophthalmics, 
Spain, and measured using non-contact profilometry); (2) a custom-
made contact lens made of PMMA with spherical anterior and posterior 
surfaces, used in previous studies as an artificial cornea in physical 
model eyes [de Castro et al, 2007]; (3) a freshly enucleated porcine 
cornea from a local slaughterhouse. In vivo measurements were 
performed on one normal human eye with the spectral OCT system.  
The correction was tested experimentally on a PMMA spherical 
biconvex IOL and a PMMA spherical convex-concave cornea. The 
radii of curvature of all the surfaces were measured with a microscopy-
based non-contact profilometer (Sensofar Plµ 2300) which allows 
surface topographies with an axial resolution of 0.15 µm using a 20X 
microscope objective. The OCT measurement was done using the 
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Time-domain OCT, optimized for fan distortion minimization [Ortiz et 
al, 2009b]. The central wavelength of this OCT is 819 nm. 
Measurements were taken on a grid of 30x30 scanning angles with an 
axial depth of 4 mm (and therefore the 3-D set consisted of 30 B-scans, 
each of 30 A-Scans). The samples were measured in air. The confocal 
channel was used to align the sample with respect to the optical axis of 
the sample arm. The 3-D data cloud after denoising, detection and 
segmentation algorithms was fitted by a spherical using a least–mean-
squares algorithm. The index of refraction used in the calculations was 
1.4856 for PMMA.  
The correction was also tested experimentally on a porcine eye. As the 
TD-OCT is a slow system the measurements must be done on in vitro 
samples. Besides, the introduction of in vitro measurements allows 
comparing OCT and Scheimpflug at the same conditions without the 
movements inherent to living tissue. The sample was placed in an eye-
holder without any additional pressure control. The experimental 
procedure consisted of a first measurement with a commercial 
Scheimpflug imaging rotating camera (Pentacam, Oculus), using 25 
cross-sections and its built-in software for 3-D reconstruction, and 
immediately a 3-D measurement using the TD-OCT, with similar 
procedures to those explained before. For this experiment, the grid size 
was distributed regularly in 55 A-Scans x 55 B-scans, which resulted in 
a tested area of 7.35 x 7.35 mm. Fan distortion correction, and 
denoising, segmentation, Delaunay decomposition used for ray tracing 
and fitting to a sphere were performed as described above, prior to 
optical distortion correction. The corneal refractive index used in the 
reconstruction was 1.376.  

Additionally, 3-D measurements on the left eye of one normal subject 
were obtained using the laboratory-based spectral OCT. The 
participating subject was 28 years of age. The study was approved by 
Institutional Review Boards and followed the tenets of the Declaration 
of Helsinki. The subject signed a consent form and was aware of the 
nature of the study. We used 100 horizontal B-scans equally spaced 
along 10 mm. Each B-Scan was (450x2048 pixels) with an averaging 
of the 3 rows, resulting in 150x2048 pixels across a 15 x 7 mm region, 
with a total measurement time of less than 2 s and 800 "W corneal 
power exposure at a central wavelength of 840 nm. Surface elevations 
of the anterior and posterior cornea were fitted by conical surfaces on 
an optical zone of 9-mm diameter. The image processing procedures 
were performed as in previous examples with lenses and in vitro 
porcine eye. As in previous experiments, the data were analyzed using 
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the conventional processing (division by the refractive index of the 
cornea), and after application of optical distortion correction. The index 
of refraction used for the cornea was 1.376 and 1.336 for the aqueous 
humor. The same subject was measured with the Pentacam 
Scheimpflug imaging system, using conventional clinical protocols 
(corneal reflex centration, 50 meridians, chin and forehead rest 
stabilization). 

5.2.3 Signal processing 
The 3-D images consist of a stack of images (B-Scans) being horizontal 
cross-sections of the object at different vertical positions. Custom 
algorithms were developed to reduce noise and improve the 
detectability of the edge detection algorithms. The routines were 
written in Matlab® and developed to meet the particular detection 
architecture of the OCT system (a linear CMOS camera in the SDOCT 
set up and a photodetector in a balanced configuration in the time-
domain OCT set-up). Some studies in the literature analyze the sources 
of noise in the images [Takada, 1998, Podoleanu, 2000, and, Haskelet 
al 2006]. If we assume that the noise is random, it can be characterized 
by its bandwidth, which is directly related to the amount of energy that 
reaches the detector. In OCT, the energy coming from the sample arm 
changes for every A-Scan, so that the data processing should be 
performed for every A-Scan. In the first denoising step a rotational 
kernel transform (RKT) was used [Rogowska et al, 2002]. Since the 
denoising processing in OCT images is one dimensional only, the 
actual vertical kernel was used. Alternatively, a wavelet low-pass 
filtering processing (from Matlab Wavelet Toolbox catalogue) was 
used, obtaining similar detection performance. The images were further 
improved using a contrast enhancement algorithm consisting of the 
average of a number of points along the A-Scan, which increased the 
signal in the peaks and averaged noise, which was then subtracted as an 
offset. Figure 5.3a shows an original image from an artificial eye as 
captured by the TD-OCT. Figure 5.3b shows the result after applying 
the denoising and contrast enhancement algorithms. The structural 
information was distinguished from noise using a simple statistical 
algorithm. The mean and standard deviation of every A-Scan was 
estimated within the noise (non-image) region, and then all points 
above the mean and the standard deviation (multiplied by a value of the 
threshold) were saved. The number of significant points is further 
reduced by selecting those belonging to the actual surfaces of the 
optical components, by finding the separation between consecutive 
peaks, as we assume that the maximum of the autocorrelation 
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distribution represents the surface where a scattering event occurs. The 
accuracy of the detection depends on the stability of superluminescent 
diode (SLED), on the mechanical stability of the components, and the 
resolution of the acquisition system. The procedures were applied to 
every single A-Scan, to create a mesh of points representing the signal 
from the imaged structures. The classification of peaks and the 
detection of the maximum value in each A-Scan allow identifying the 
structures that maximally reflect the light in each A-Scan. Apart from 
reducing the number of points in the mesh (by a factor of 5-20 per A-
Scan) it also allows defining a set of consecutive of layers in the 
sample. 

 
Figure 5.3. a) Cross section of an artificial eye composed by a plastic cornea of 
PMMA and an IOL obtained by the TD-OCT. b) Resultant image after denoising and 
contrast enhancement (the additional, lower contrast lines are ghost images and 
easily removed in the segmentation process). 
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Figure 5.4. a) Movie with the data without filtering with the 3-D neighborhood 
algorithm. b) Movie showing the data after spurious points removal. c) Movie 
showing the points and the segmented layers.  

Additionally, spurious points were eliminated using a neighborhood 
algorithm, which allows identifying a layer if there is continuity in at 
least one of the directions of the tensor mask (which is 3-D convolved 
with the tensor of data). A tensor data of the size  
m + 2( ) ! n + 2( ) ! p + 2( )was used, where m , n  and p  are 

dimensions of the data tensor corresponding to the number of images (
m ) , number of pixels in the horizontal direction (n ) and in the vertical 
direction of the image ( p ) and a tensor mask MT  of size 3x3x3 
Equation (5.7).  

MT =
1 1 1
1 0 1
1 1 1

!

"

#
#
#

$

%

&
&
&
'

1 1 1
1 0 1
1 1 1

!

"

#
#
#

$

%

&
&
&
'

1 1 1
1 0 1
1 1 1

!

"

#
#
#

$

%

&
&
&

Eq.5.8  

The convolution provides a set of numbers between 0 and 24 indicating 
the degree of points detected in the mask neighborhood. The optimal 
threshold was determined and the algorithm applied to segment the 
different layers 3-Dimensionally (Figure 5.4).  
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Once the 3-D cloud of points is obtained, the data need to be corrected 
for fan distortion. The characterization of the fan distortion is important 
not only to correct the position of the points, but also to characterize the 
directional cosine of the propagation vector for every position of the 
scanner mirrors. Otherwise, the correction of the optical distortion must 
be done as if the ray that reaches the surface was collimated, resulting 
in improper propagation vector and therefore in a wrong location of the 
optically distorted point in space. An algorithm for fan distortion 
correction proposed in a previous study [Ortiz et al, 2009b] to retrieve 
the anterior surface quantitative topographical data was applied prior to 
the optical distortion correction algorithm developed in the current 
study. 
5.3. Results 
5.3.1. Computer simulations 
We simulated the effects of optical distortion on OCT anterior segment 
images and studied the errors introduced when applying the most 
commonly used methods for processing the images: (1) simple division 
of the optical path by the index of refraction for each A-Scan; (2) 2-D 
correction of the optical distortion only; (3) 3-D correction of optical 
distortions. In all cases the fan distortion correction, arising from the 
scanning architecture of the OCT system was applied [Ortiz et al, 
2009b]. The parameters of the elements of the OCT systems used in the 
experiment (galvanometer scanner and achromatic lens) were 
introduced in the simulation. The optical system of the model eye 
consisted of four surfaces simulating cornea and lens. The nominal 
geometrical features for the ocular surfaces (radii, conic constant and 
refractive index) of the computer eye model used in the simulations are 
summarized in Table 5.1. The data for refractive indices of the cornea, 
lens and ocular media are taken from the literature [Weddell, 1971, 
Stafford, 2001, Smith, 2003, and Pope et al, 2002], where no gradient 
index but an equivalent index is assumed for the crystalline lens. The 
simulation was performed for a square grid of 100 x 100 pixels with a 
6-mm side.   
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Table 5.1. Nominal data for computer eye model used in computer simulations 

 Radius [mm] Conic 
Constant  Refractive 

Index Thickness [mm] 

Anterior 
Cornea 7.87 0.82 Air 1 - 

Posterior 
Cornea 6.4 0.9 Cornea 1.376 0.56 

Anterior  

Lens 
11.76 -4 Aqueous 

humor 1.336 1.56 

Posterior  -5.96 -3 Lens 1.399 5.6 

Table 5.2 shows the results of radii of curvature of the lens surfaces and 
the thickness from simulated OCT surfaces by exact 3-D Ray Tracing 
with the values of the Table 5.1. The data were obtained from the 
simulated OCT images and reconstructed using the standard processing 
(division by refractive index), correction of 2-D data, and correction of 
3-D data. 
For the posterior corneal radius of curvature, the difference between the 
nominal value and the retrieved value correcting by the refractive only 
is 3.7 % (equivalent to 0.23 diopters). Applying the optical correction 
in 2-D the difference is smaller 1.4% (equivalent to 0.09 diopters). The 
difference between the nominal value and that obtained after 3-D 
correction is negligible. For the anterior lens radius of curvature, the 
difference between the nominal value and the refractive index 
correction is 8.9% and 3.7% applying the 2-D correction (equivalent to 
0.38 and 0.17 diopters respectively).  For the posterior lens surface 
radius of curvature the discrepancies are 59.7% and 12.2% (equivalent 
to 3.4 and 1.0 diopters respectively). In both cases, the difference 
between the nominal radius of curvature and the value obtained after 
application of the 3-D correction is lower than 0.3%. For the conic 
constant the discrepancies with respect to the nominal value when 
applying only the refractive index correction range from  16.9% for the 
posterior cornea to 207% for the posterior lens surface. Applying the 3-
D correction produces discrepancies of less than 1% in all surfaces.  
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Table 5.2. Retrieved data from the simulated OCT images, with three different type of data processing 

 
Refractive 
Index 
Correction 

2-D optical 
distortion 
correction 

3-D optical 
distortion 
correction 

Cornea    

Anterior Radius 
[mm] 7.88 7.88 7.88 

Posterior Radius 
[mm] 6.64 6.49 6.39 

Anterior conic 
constant 0.83 0.83 0.83 

Posterior conic 
constant 0.77 0.93 0.91 

Lens    

Anterior Radius 
[mm] 12.80 12.20 11.77 

Posterior Radius 
[mm] -9.55 -6.69 -5.96 

Anterior conic 
constant -3.22 -2.98 -3.96 

Posterior conic 
constant -1.45 -1.09 -2.99 

5.3.2 Experimental data 
In the next stage of our study we acquired images of IOL and cornea of 
known parameters. Table 5.3 shows the measurements of the surfaces 
radii of curvature on the IOL and on the PMMA cornea (reference 
values from non-contact profilometry and estimates from OCT). Figure 
5.5 illustrates the effect of the correction. The anterior surface radius of 
the IOL from TD-OCT shows a difference of 1.0% from the reference 
value. The posterior radius of curvature of the IOL from TD-OCT (with 
no correction) differs by 66.7% from the reference value, while after 3-
D correction the difference is only 1%.  For the PMMA the anterior 
cornea radius of curvature differs 1.0% from the value of reference.  
Non-contact profilometry of the posterior PMMA corneal surface was 
not due to the limitations of the profilometer in measuring convex 
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surfaces. Nominal values were available from the manufacturer, and 
those differ less 1.0% from the estimates from TD-OCT after 3-D 
correction.   
Table 5.3. IOL and artificial cornea dimensions: values from manufacturer, and estimates from non-contact 

profilometry and TD-OCT measurements 

 Nominal value Non Contact 
profilometry[mm] 

OCT without 
optical 
distortion 
correction [mm] 

OCT with 
optical 
distortion 
correction [mm] 

Intraocular lens     

Anterior[mm] 17.29 17.66 17.82 17.82 

Posterior[mm] -11.04 -10.70 -6.42 -10.82 

Thickness [mm] 0.93 0.89 1.37 0.92 

PMMA Cornea  

Anterior[mm] 7.8 7.72 7.77 7.77 

Posterior[mm] 6.48 - 10.29 6.35 

Thickness [mm] 0.55 - 0.87 0.6 

 
Figure 5.1. a) 2-D representation of all cross sections obtained from the IOL using 
the TD-OCT. b) 3-D Representation of the surfaces extracted from the IOL, the 
anterior and the corrected posterior surfaces are wire represented while the raw data 
without correction is represented by the red discrete points. 

In the second stage, experiments were performed using a porcine eye as 
the object. Table 5.4 shows results of the anterior and posterior corneal 
curvature of the porcine eye. Data from the Pentacam Scheimpflug 
imaging (using the commercial software), as well as the values 
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obtained after standard correction (division by the index of refraction), 
and the optical distortion correction of TD-OCT images are included. 
Figure 5.6 shows a cross-section of the porcine eye as obtained from 
the OCT, after segmentation, and the corrected 3-D result. The 
agreement between measurements on the anterior cornea obtained with 
Scheimpflug and OCT confirm the appropriate fan distortion correction 
of the OCT data. Correction of the optical distortion on the posterior 
corneal changes the estimate by 6% (the difference is equivalent to 0.39 
D) with respect to estimates obtained only dividing by the refractive 
index. Differences in the measured posterior corneal surface radius of 
curvature between Scheimpflug and corrected OCT are 1.0%. 

 

Figure 5.6. a) 2-D representation of a cross-section obtained from the porcine cornea 
using the TD-OCT. b) The same cross section corrected using a 2-D ray tracing 
algorithm. c) 3-D representation of the anterior and posterior surfaces extracted from 
the porcine cornea. The raw data are represented by a mesh and the corrected 
posterior surface by solid color.  
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Table 5.4. Anterior and posterior corneal dimensions of an enucleated porcine cornea: estimates from 
Scheimpflug imaging and TD-OCT measurements 

 Scheimpflug 
imaging 

OCT refractive index 
corrected 

OCT optical distortion 
corrected 

Anterior[mm] 8.62 8.63 8.63 

Posterior[mm] 7.37 7.89 7.33 

Thickness 
[mm] 0.87 0.90 0.90 

Finally, the correction algorithms were tested on the in vivo images of 
the human eye. In the case of in vivo OCT imaging there is a good 
correspondence between Scheimpflug and OCT anterior corneal radii 
of curvature (after fan distortion correction): (7.46 and 7.66 mm for the 
radius of curvature, and 0.42 and 0.54 for the asphericity). Table 5.5 
shows results for the posterior cornea of a human eye in vivo (data from 
Scheimpflug imaging, as well as from SDOCT after 2-D optical 
distortion correction). The differences in the radius of curvature from 
Scheimpflug and 3-D corrected SDOCT is 2.8%, while the correction 
of the optical distortion changes the estimate of the posterior radius by 
6.2% (with respect to data only divided by the refractive index), 
equivalent to 0.37 Diopters. The highest differences are observed in the 
conic constant, where the application of the 3-D correction distortion 
algorithm modifies the estimate by 73% with respect to the simplest 
corrections (also increasing the agreement with respect to the 
Scheimpflug estimate). Figure 5.7 illustrates the differences of 
correcting by dividing by the refractive index and the 3-D distortion 
correction in the living human eye. 

 
Figure. 5.7. a) Movie of the 3-D cloud of points by correcting by the refractive index, 
b) Correcting in 3-D.  
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Table 5.5. Posterior cornea dimensions of a human eye in vivo: estimates from Scheimpflug imaging and 
SDOCT.  

 Scheimpflug OCT Refractive 
Index Corrected 

OCT 2-D 
distortion 
corrected 

OCT 3-D 
distortion 
corrected 

Radius[mm] 6.14 6.70 6.28 6.31 

Conic Constant -0.40 -0.28 -0.26 -0.45 

Thickness [mm] 0.59 0.59 0.59 0.58 

5.4. Conclusions   
We have proposed a method for 3-D correction of optical distortion in 
OCT images, and demonstrated that after application of fan and optical 
distortion correction, reliable quantitative reconstruction of the ocular 
surface internal topography can be achieved. 
The method has been validated using simulations of OCT imaging in a 
realistic computer eye model, in vitro on intraocular lenses and a 
PMMA artificial cornea of known parameters (from profilometry), and 
in real eyes (a porcine eye in vitro and a human eye in vivo) –where 
comparisons have been established with Scheimpflug imaging. 
Application of 3-D optical distortion correction increases the accuracy 
of the radii of curvature estimates by significant amounts, with respect 
to the simple division of the optical path by the index of refraction and 
over 2-D correction. Differences between the retrieved 3-D corrected 
and nominal values are less than 1% in most cases. The correction is 
particularly important for the surface asphericities, where the 
simulations predict discrepancies as large 200% for the posterior lens, 
and large differences with respect to applying the conventional 
correction have been also found experimentally in the posterior cornea.  
Experiments have been performed using two different laboratory-
developed OCT systems (time-domain and spectral) 
Correcting for optical distortion (along with for fan distortion) is 
therefore critical to reliably use OCT for quantitative estimates of 
ocular surfaces geometry, particularly that of internal surfaces. This 
correction is important in numerous applications that rely on 
quantitative analysis of the ocular surfaces (corneal changes after 
refractive surgery, cataract surgery and IOL implantation, corneal 
biomechanics, etc…) as well as those that involve quantitative 
measurements in the crystalline lens. While the current study has 
primarily addressed the cornea (in the examples in real eyes) the 
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technique would be applied similarly (and subsequently) for the 
reconstruction of the crystalline lens surfaces. An additional 
complication (with respect to the examples of artificial eyes in vitro 
presented here) is the presence of a gradient index distribution in the 
crystalline lens [Borja et al, 2008 and Siedlecki et al, 2012].  

Two previous studies in the literature have discussed the presence of 
optical distortion and addressed it in 2-D. We have demonstrated higher 
accuracies when the correction is applied in 3-D. The importance of the 
correction has been demonstrated using laboratory-developed 
instrument, but it is inherent to the technique, and therefore has 
potential of being applicable to standard OCT commercial devices. 
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Chapter 6 
 

3-D Image processing tools for clinical 
applications 

 
This Chapter is based on the articles by Ortiz, S. et al  “Corneal 
topography from spectral Optical Coherence Tomography (SD-OCT)” 
Biomedical Optics Express, Vol. 2, Issue 12, pp. 3232-3247 (2011), “ 
Corneal topography from spectral Optical Coherence Tomography 
(SD-OCT)” Biomedical Optics Express, Vol. 3, Issue 5, pp. 814-825 
(2012), and “In vivo human crystalline lens topography” submitted to 
Biomedical Optics Express Vol. 3, Issue 10, pp. 2471-2488 (2012).  
The coauthors of the study appear in Chapters 7-9. The work was 
developed at Instituto de Óptica “Daza de Valdes”. The contribution of 
the author of this thesis was in development, implementation and 
testing the algorithms for extracting the 3-D Data from volumetric data 
provided by the custom-developed OCT. The algorithms include 
denoising, statiscal thresholding, volume clustering, Multilayer 
segmentation, Further surface denoising, upil centration, 3-D merging 
and surface fitting by quadrics, conicoids and topographic maps 
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6.1. Introduction 
The OCT generates a huge amount of data due to the fast data 
acquisition and the high resolution used to collect the A-Scans. Manual 
processing for reconstruction and measurement is time consuming and 
also operator-dependent and automatic routines for image processing 
are therefore essential. A first step for analysis of the images is noise 
reduction. There are several studies in the literature characterizing the 
sources of noise in OCT [Takada et al, 1998, Podoleanu et al, 2000, and 
Haskell et al 2006] and proposals for noise reduction in OCT images, 
such as reduction of speckle noise by RKT algorithm [Rogowska et al 
2002] or noise reduction by the application of wavelets [Adler et al, 
2004]. A second step for retrieving surface information is segmentation 
of the surfaces of interest from the images. For segmentation two main 
strategies are normally used: Region segmentation techniques that 
search for the regions satisfying a given homogeneity criterion, and 
edge segmentation techniques that search boundaries between regions 
with different characteristics [Gonzalez et al, 2002]. Those algorithms 
normally are not automatized and they require the operator to select 
manually from the B-Scans the region of interest. However, those 
standards cannot be applied in a straightforward way to segment the 
anterior segment of the eye. First, the intensity of signal varies for 
every A-Scan, as well as, the noise statistics. Second, voxel sizes are 
different across lateral or axial dimension, with lateral resolution in the 
order of tenth’s-hundreds of microns (0.033-0.100 mm), the axial 
resolution within microns (3.42 "m is sOCT system). This different 
orders of magnitude of voxel size makes difficult to adapt 2-D 
boundary detectors (i.e Canny, Roberts, Sobel,…) to 3-D conventional 
measurements.   
In order to produce automated image processing and analysis 
techniques that can overcome the above mentioned limitations. We 
have developed a series of custom algorithms, which include 
algorithms to reduce noise, statistical thresholding, volume clustering, 
multilayer segmentation (edge improved detectability), pupil centering, 
merging 3-D volumes, geometrical distance calculation, distortion 
corrections and surface fitting by Zernike terms and quadrics. The 
routines were written in Matlab® and developed to meet the particular 
detection architecture of each of the OCT systems used in this thesis, 
although we have tested that they can be easily adapted to other 
commercial systems [Siedlecki et al, 2012].  
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6.2. Pre-processing in Fourier Domain OCT 
For the particular case of Fourier domain systems, there is a 
consideration prior to further processing, which is related to a residual 
signal, localized at the low frequencies, coming from the zero order of 
Fourier Transform. This residual signal is the sum of the value of every 
point of one A-Scan spread over the cross correlation function. If these 
pixels are not removed, the images have very low contrast as their 
intensity is much higher than the average signal. As the SD-OCT 
output data contain this zero order information the first step is to trim 
this zone (Figure 6.1).  

 

Figure 6.1. Measurement acquired with the SD-OCT device. In yellow the zero order 
of the Fourier transform 

6.3. Denoising 
The large amount of noise appearing in the OCT images produces low 
contrast data. Some studies in the literature analyze the sources of noise 
in the images [Takada et al, 1998, Podoleanu et al, 1998, and Haskel et 
al, 2006]. If we assume that the noise is random, it can be characterized 
by its bandwidth, which is directly related to the amount of energy that 
reaches the detector. In order to reduce the noise and to enhance the 
contrast, therefore improving the detection ratio, a combination of two 
denoising algorithms has been introduced. First, a Rotational Kernel 
Transform for an edge preserving denosing is applied, followed by a 
wavelet denoising to reduce the high frequency regime contribution of 
the noise. 

In the first denoising step a rotational kernel transform (RKT) was 
performed for an edge-preserving denoising, using a programmable 
mask of variable size. The RKT algorithm is a method for nonlinear 
image processing that is especially well suited for removing the speckle 
noise. The method uses directional information contained in a circular 
neighbourhood centered at each point of the input image. It has the 
ability to enhance straight-line features in an image regardless their 
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orientation. In this method the input image is convolved with a two-
dimensional kernel that is rotated 360 deg, either continuously or 
discretely in a large number of steps. The result of performing the 
convolution output denoted by 

  
S! x, y( )  is described by Equation 6.1 

  
S! x, y( ) = I x, y( )" K! x, y( ) Eq.6.1  

where I x, y( )  the intensity value of determined pixel of a B-Scan and 

  
K! x, y( )  a Kernel function for a rotation angle ! . 

As the kernel rotates, the convolution output 
  
S! x, y( )  is monitored, and 

the maximum and minimum values at each point x, y( )  are stored. The 
output image  Iout (x, y) is given by some function of Max(x, y) and 
Min(x, y). This is known as nonlinear mapping of the input image to 
output image in a rotating kernel Min-Max transformation (RKMT). 
The specific implementation consisted of generating square matrices 
containing a rotating line of ones. The number of orientations and size 
are related to the size of the kernel  n , being n an odd number, in such a 
way that the size of the matrices are  n ! n  and the number of 
orientations is   2n ! 2 . This way, for a kernel value of 3, there are 4 
aspects each one rotated 45º, while for 5 there are 8 rotated every 22.5º. 
Sometimes, the rotation does not match the elements of the matrix. This 
drawback is solved setting the closer element values to one. 
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For processing of OCT images collected in the studies presented in 
Chapters 5-8 the mask size was 9 pixels. In Chapter 5 only the vertical 
kernel was used, instead of the 2-D. 

In addition, a low-pass filter based on log Gabor wavelets was 
developed to improve the signal-noise to ratio (SNR). The denoising 
filter is applied by averaging the pixel information across multiple 
scales and orientations. A total of seven parameters are required to 
produce the denoising. The final denoised image (  

SF x, y( ) ) was 

obtained by convolving the previous denoised image (
  
S! x, y( ) ) 

resulting from RKT algorithm with the log Gabor wavelet ( ) 
Equation 6.2.  
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SF x, y( ) = S! x, y( )"G x, y;#,! ,$ ,% ,&( ) Eq.6.2

  

where the number of scales !  describes the sinusoidal response, !  
represents the number of orientations, ! the phase offset, ! the standard 
deviation of the Gaussian envelope  and ! the spatial aspect ratio, 
which specifies the ellipticity of the support of the Gabor function 
Equation 6.3. 
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Figure 6.1 shows an illustration of a B-Scan before and after applying 

the full denoising algorithm. The parameters were RKT kernel size 9, 

! = 7 , ! = 6 , ! = 0 , ! is calculated, all points below and upper 2 the 

value are rejected and ! = 1. 
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                                (a)                                  (b) 

Figure 6.2. a) Raw image as it is obtained from the SD-OCT. b) Result after the 
application of low-pass filtering based on log-Gabor wavelets. 

6.4. Statistical thresholding 
After denoising the OCT images, the signal is separated from the 
background taking into account the existing difference in statistics of 
the signal and the background. Throughout this thesis we have used 
two different types of statistical thresholding methods: standard Otsu 
method (Chapter 7) and multimodal method (Chapter 8-10).  
The standard Otsu statistical thresholding method was performed on 
individual A-Scans rather than on the B-Scans, which allows an 
adaptive treatment of the noise and signal levels of every A- Scan. The 
algorithm assumes that the data to be thresholded contain two classes of 
pixels or bi-modal histogram (signal and background), and it calculates 
the optimal threshold separating those two classes so that their 
combined spread (intra-class variance) is minimal. The intra-class 
variance can be defined as a weighted sum of variances of the two 
classes: 

!"
2 t( ) ="1 t( )!12 t( ) +"2 t( )! 2

2 t( ) Eq.6.4  

where   ! i
2 are the variances and ! i  are the probabilities of the two 

classes, separated by threshold t . The implemented algorithm 
computes the histogram and probabilities of each intensity level, it 
establishes initial values for ! i 0( )  and µi 0( ) , and it steps through all 

the possible thresholds. Then, it updates ! i and µi , and it computes 
intraclass variance. Finally, the desired threshold for the intraclass 
variance is found. 
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Figure 6.3. (a) Semi-logarithmic representation of the 3-D image histogram using 
normalized intensity (blue points) and fitted data provided by the statistics of the 
Otsu’s statistical thresholding method (red points). (b) Result of the multi-modal 
fitting in red (9 different number of classes were found). In (a) and (b) classes are 
represented by dash black lines (c) Result of the application of the Otsu’s algorithm 
on a cross sectional image. (d) Result of the application of the multimodal algorithm 
on the same cross sectional image. 

For Chapters 7 and 8, an alternative strategy was developed, which 
allowed global application of the thresholding method. Instead of a 
bimodal histogram a multimodal histogram distribution for the entire 3-
D data was introduced. Using a non-linear least squares algorithm, the 
normalized intensity histogram of the entire 3-D- data is fitted to a sum 
of Gaussian distributions, which provides the statistics (average and 
bandwidth) of a number of discrete classes. The algorithm classifies 
every single pixel of the data by its maximum of likelihood of 
belonging to a certain class, and only those points belonging to classes 
different from noise are considered. Figure 6.3 shows a semi-
logarithmic representation of the histogram using normalized intensity 
provided by the Otsu’s method (Figure 6.3.a) and the multi-modal 
fitting, providing 9 classes in this case (Figure 6.3.b). Figure 6.3.c 
illustrates the result of the thresholding provided by the Otsu’s method 
on a cross sectional image, Figure 6.3.d shows the result of the same 
thresholding when the multimodal fitting is applied. 



 112 

6.5. Volume Clustering 
As a result of the overlapping statistics of the noise and signal, 
randomly distributed noise is still present in the images after 
thresholding. We developed a volume clustering algorithm based on 
area or volume classification. Volumes of connected points are 
identified as classes. To perform the volume clustering, a mask tensor 
MT of size 3! 3! 3  (Equation 6.5) was convolved with a binary 
representation of the 3-D cloud of points provided by the statistical 
thresholding. It allows identifying a layer if there is continuity in at 
least one of the directions of the tensor mask (which is 3-D convolved 
with the tensor of data).  
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Eq.6.5  

Assuming B the resultant binary tensor representing the binarization of 
the signal tensor after thresholding SF , being 1 the position   

x, y,z( )  
corresponding to signal and 0 the points corresponding to the 
background, the result of the convolution   N (x, y,z)  is expressed as: 

  
N (x, y,z) = B x, y,z( )! MT Eq.6.6

 
Equation 6.6 provides a tensor with a range values from 1 to 27 for 
every point   

x, y,z( ) . The value of the   
x, y,z( ) indicates the number of 

detected points which are in the neighborhood or surrounding the point. 
The value 1 corresponds to a point with no neighbors, while 27 
corresponds to a point which is completely surrounded by other points 
belonging to the signal. Finally, only the points which value is 27 are 
considered as members of a class. The classes with a volume size 
below a certain threshold are eliminated. The threshold is estimated as a 
certain percentile within the range of 95-99% of the total number of 
connected points. This way, only large volumes are extracted and small 
groups of points are neglected. After statistical thresholding and 
clustering, some small holes can appear in the clustered volumes. In 
order to fill those holes, morphological operations are used: a dilation 
operation followed by erosion was programmed for 1-D, 2-D and 3-D 
as subroutines from the volume clustering. In the case of 1-D, a line is 
used as a mask allowing joining separated points of the same A-scan.  
For the 2-D case, rectangular and elliptical masks (with rectangular and 
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circular cases as degenerate cases from rectangular and elliptical 
respectively) were programmed, with floating size, allowing filling 
those holes that are sufficiently small to be considered as a part of the 
volume. Finally, in the 3-D case, rectangular or ellipsoidal tensor masks 
are generated to fill the holes smaller than the size of the mask tensors. 
Figure 6.4 shows the result of a volume clustering showing the 
automatic classification of the cornea (in red) and iris (in green). 

 

Figure 6.4. Volumetric clustering of the data after denoising (cornea is represented in 
red and the iris is represented in green) 

6.6. Multilayer segmentation   
Several algorithms for multilayer segmentation have been implemented 
in this thesis for detecting layers in OCT images. In Chapters 4 and 5, a 
simple algorithm based on maximum intensity detection was used. In 
Chapters 7 to 10, more sophisticated algorithms based on first 
derivative were applied in order to produce a better boundary 
determination. In simple terms, these operators calculates the gradient 
of the image intensity at each point, and provide the direction of the 
largest possible increase from light to dark and the rate of change in 
that direction. The result therefore shows how "abruptly" or "smoothly" 
the image changes at that point, and therefore how likely it is that that 
part of the image represents an edge, as well as how that edge is likely 
to be oriented. In practice, the magnitude (likelihood of an edge) 
calculation is more reliable and easier to interpret than the direction 
calculation. 

In Chapter 7, the Robert’s operator was used to produce the anterior 
surface segmentation of IOL’s and in vivo corneas. The algorithm 
consisted of an extension to 3-D of Roberts algorithm in 2-D. Given 
that the Robert’s method can only be applied in 2-D, we applied the 
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algorithm to the different cross-sections of the tensor SF : XY, XZ and 
YZ. Therefore, if it is assumed that the size of tensor SF is l ! m ! n it 
means that in direction XY there are n  images of size l ! m , and 
direction XZ direction there arem images of size l ! n , and in YZ the 
set of images consisted of images of size m ! n . Then, we convolved 
every section with the following kernels Equation 6.7. 

M1 =
1 0
0 !1

"
#$

%
&'

M 2 =
0 1
!1 0

"
#$

%
&'

Eq.6.7   

After the sequential application of the convolution in the images the 
resultant tensors for the three orientations are binarized. The 
binarization is produced by thresholding them, and removing the points 
that are not a local maxima. These results in resulting on three binary 
tensors obtained for each orientation BXY x, y, z( ) , BXZ x, y, z( ) , and
BYZ x, y, z( ) . Finally, the resultant tensor B x, y, z( )  (Equation 6.8) is the 
product of the three binary representations.  

B x, y, z( ) = BXY x, y, z( ) ! BXZ x, y, z( ) ! BYZ x, y, z( ) Eq.6.8  
The main advantage of this algorithm is its simplicity, while its main 
drawbacks are its intrinsic sensitivity to the noise and its time for 
calculation, since it needs three loops to travel the three aspects of the 
cross-sections. 
For Chapter 8 a more sophisticated algorithm was developed, allowing 
determining boundaries and intra-tissue objects with a larger degree of 
accuracy. The algorithm was based on boundary region identification 
(and not only maximum intensity), and allows automatic resolution of 
very close layers of different reflectivity. The algorithm extracts the 
position of the peaks of every A-Scan, and they are sorted by position 
and intensity. In this case two separated operations are performed: a 
smoothing perpendicular to the derivative direction with a triangle filter 
and simple central difference in the derivative direction. A number of 
kernels was developed to find the derivatives: Sobel (Equation 6.9), 
Prewitt (Equation 6.10) and Scharr (Equation 6.11).   
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PREWITT OPERATOR
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SCHARR OPERATOR
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The gradients (GX ,GY and GZ ) in the different directions were 
obtained as the convolution of the data tensor obtained from volume 
clustering SF and three tensor kernels Equation 6.12.  
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Gi x, y, z( ) = I x, y, z( )!Mi where i = X,Y and Z Eq.6.12 . 

The magnitude of the gradient was obtained from the square root of 
the gradients along the three orientations (GX ,GY and GZ ). 

M x, y, z( ) = GX
2 +GY

2 +GZ
2 Eq.6.13  

The resultant tensor was binarized, and the maxima non corresponding 
to maxima below a threshold were removed. The application of the 
Scharr algorithm to the segmentation of surfaces in the cornea of a 
patient implanted with an intrastromal ring (Chapter 8) is illustrated in 
Figure 6.5. The algorithm segments succesfully the anterior and 
posterior surface of the cornea as well as the surfaces of the 
intrastromal implant. 

 

Figure 6.5. Illustration of the multilayer segmentation in a keratoconic cornea 
implanted with an ICRS, showing the posterior corneal surface (white) and ICRS 
(yellow). 

The main drawbacks of the algorithm were still relatively noisy data 
even after application of denoising, and the large difference of 
resolution in the three dimensions of the voxels. The axial resolution of 
the voxel was 3.42 "m, while the lateral size was 0.1x0.2 mm in 
Chapter 7, and 0.033x0.2 in Chapter from 8 to 10. These differences in 
voxel resolution produce a lack of connectivity in the neighborhood of 
a local maxima.  

In order to solve these drawbacks, a new approach for automatic 
segmentation was developed for Chapter 9 and 10, based on Canny 
detection in each A-scan (1-D signals). In an initial step, a Gaussian 
filter (standard deviation s=5 pixels) was convolved with the signal to 
reduce spurious peaks associated to noise detection (Figure 6.6.a). The 



3D IMAGE PROCESSING TOOLS FOR ANTERIOR SEGMENT CLINICAL APPLICATIONS 

 117 

first derivatives of signal were then obtained by convolving the 
resultant A-Scan (after Gaussian filtering) with a finite-size linear-
phase separable kernels for producing the first derivative of the discrete 
data (A-Scan) (Figure 6.6.b). The size of the kernels  (3-9 pixels) 
controls the sensitivity of the algorithm to noise .The lower the number 
of pixels used for the kernel the higher the noise sensitivity.  

 

Figure 6.6 a) Illustration of an A-Scan belonging to a clustered before the application 
of the Gaussian filtering. b) Result after the application of the gaussian filtering (in 
blue) prior to producing the derivative. 

The result of the first derivative calculation provides both local maxima 
and minima of the A-scan. Maxima are identified by subtraction of the 
slope sign of two consecutive points (positive values). The number of 
local maxima is further reduced by thresholding the signal and 
removing the peaks below a certain value (set to the average of the 
signal plus a variable amount, in this case, 0.25 times the standard 
deviation of the signal). The maxima identified in the A-scans are 
connected in the 2-D cross-sections (B-scans) or in the 3-D data sets 
using the same neighborhood algorithm used for clustering, therefore 
allowing to segment layers. Figure 6.5 shows the application of the 
developed routine to the segmentation of the anterior and posterior 
surfaces of the cornea. Figure 6.6.a shows a typical raw A-scan (in 
black), the smoothed signal after application of a Gaussian (s=5) filter 
(in blue), and the identified local maxima (obtained by the application 
of the first derivative with a kernel of 9 pixels (red asterisks). Figure 
6.6.b illustrates the estimation of the maxima (red points) in a 
collection of A-scans in the cornea, and the identified layers for the 
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anterior and posterior cornea surfaces (in green and yellow, 
respectively), following the application of the neighborhood algorithm. 

 
Figure 6.6. (a) Illustration of the algorithm for maxima detection: Original A-Scan 
black; Filtered signal by Gaussian filtering, blue; Detected local maxima (red 
asterisks) by First derivative 9-pixel kernel computation. The anterior and posterior 
corneal peaks are marked by the green and yellow asteriks, respectively.  (b) 
Detection of maxima in corneal B-Scan (in red), and multilayer segmentation of the 
anterior surface (green line) and posterior surface (yellow line) by the neighborhood 
algorithm. 

6.7 Further surface denoising.  
Even after the denoising algorithm and boundary detection algorithms 
the segmented surfaces are still noisy. This fact is due to the detection 
process of the OCT system, which adds noise to the signal. The noise 
can be described as a ripple in the smooth surface of the anterior 
segment of the eye. The method that we used to remove the ripple in 
the surfaces is based on a Zernike description of the surface. The 
Zernike polynomials are a set of orthogonal polynomials, typically used 
to described the elevation, or the associated wave aberrations in optical 
systems with circular pupils. Zernike have been traditionally used in 
visual optics for describing the aberrations from the human eye, and 
Zernike polynomials are usually defined in polar coordinates !,"( ) , 
where is the radial coordinate ranging from 0 to 1 and !  is the 
azimuthal component ranging from 0 to  2! . Each of the Zernike 
polynomials (Equation 6.14) consists of three components: a 
normalization factor (Equation 6.15), a radial-dependent component 
(Equation 6.16), and an azimuthal-dependent component. The radial 
component is a polynomial, whereas the azimuthal component is 
sinusoidal. Zernike polynomials are usually represented using a double 
indexing scheme, with n standing for the order of the radial coordinate 
and, m for azimuthal frequency of the sinusoidal component.  

Zn
m !,"( ) =

Nn
mRn

m !( )cos m"( ) for m # 0

$Nn
mRn

m !( )sin m"( ) for m % 0

&
'
(

)(
Eq.6.14  
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Where the normalization factor Nn
m is given by: 

Nn
m =

2 n +1( )
1+ !m0

Eq.6.15  

Where Rnm !( )  is given by 

Rn
m !( ) = "1( )s n " s( )!

s! n + m( ) / 2 " s( )! n + m( ) / 2 " s( )!s=0

n" m( )/2

# !n"2s Eq.6.16  

Apart from its traditional use in the representation of the optical 
aberrations and elevation data, Zernike description (Figure 6.8) can be 
used to obtain smooth surfaces from noisy raw elevation maps, acting 
as a sort of low pass filter for noise. Figure 6.8 shows the Zernike 
polynomials up to the 7th radial order. 

 
Figure 6.8. Shows the Zernike polynomials up to the 7th radial order. 

3-D segmented surfaces corresponding to an anterior segment layer are 
fitted to Zernike modal expansions in a least square sense. The method 
is implemented in an iterative procedure, which allows further rejection 
of spurious points in the surface by evaluating the local distance of 
every point with respect to the surface fitted to the Zernike modal 
expansion. The number of terms is introduced by the user up to tenth 
order. Points further than three times the standard deviation of the 
distances between the actual surface and the fitted surface are 
eliminated, and a new Zernike fitting is performed. The procedure is 
repeated until the fitted Zernike coefficients change less, from the 
previous iteration, than a percentage introduced by the user. Figure 6.9 
shows an example of the result of the application of the described 
algorithm on the anterior surface of a cornea in vivo, where red points 
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are the elevation data after segmentation, and blue points are the 
resultant surface (after 8 iterations) to a 10th order polynomial.    

 
Figure 6.9. shows an example of the result of the application of the described 
algorithm on the anterior surface of a cornea in vivo, where red points are the 
elevation data after segmentation, and blue points are the resultant surface (after 8 
iterations) to a 10th order polynomial. 

6.8 Pupil center reference.  
The pupil center was used as a reference across measurements (i.e. 
cornea, anterior and posterior lens) and to define the optical zone 
(effective area within the pupil), the selection of this point seems 
reasonable, as the pupil center has been reported to change little across 
pupil sizes and light conditions [Yang et al, 2002]. In the application 
described in Chapter 7 the pupil center was taken as a reference for pre- 
and post- operative corneal topographies, as well as to define the 
relative lateral location of the implanted intrastromal ring segments. In 
the application described in Chapter 8, the pupil coordinates in 3-D 
along with the normal to the pupil plane were used for merging. The 
images collected at different foci, containing the cornea and the iris, 
and the lens surfaces and the iris, respectively, were used to reconstruct 
the entire anterior segment of the eye. The pupil center was efficiently 
calculated from the clustered iris volume (Figure 6.9.a), by collapsing 
the cloud of points onto a 2-D image. The pupil center (lateral 
coordinates Xpc  and Ypc  and radii ( RX and Ry ) were obtained from an 
ellipse fitting of the segmented edges using a Sobel edge detector 
(Figure 6.10.b).  
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Figure 6.10 (a) Clustered iris volume. (b) Pupil fitted to an ellipse with the center 
represented as a green cross. 

The collapsed iris provides a plane that is fitted by non linear least-
square fitting to a 3-D plane. The evaluation of the plane at the 
estimated pupil lateral coordinates ( Xpc and Ypc ) provides the axial 
component of the pupil center Zpc (Equation 6.17).  

Zpc = ! AXpc + BYpc + D( ) C Eq.6.17  

In addition, the coefficients A, B, C and D allowed calculation of the 
normal vector to the pupil plane N̂ pp (Equation 6.18), which provided 
the tilt angle of this plane with respect to the OCT coordinate system. 

N̂ pp = A,B,C{ } A2 + B2 + C 2 Eq.6.18  

6.9. Merging 3-D volumes 
Applications where the full anterior segment was quantified (Chapter 9 
and 10) used up to three sets of data at different depths that were 
merged using the pupil center and pupil plane orientation for 
registration, assuming the pupil center as a common reference across 
images of the anterior segment collected at different depths.  Variations 
in the pupil diameter were negligible across images. In a first step prior 
to merging, the corneal image was inverted, as for efficiency in the 
focus range shifts, this was obtained in the opposite side of the Fourier 
transform (in comparison with the crystalline lens acquisition). The 3-D 
volumes of the anterior cornea/iris and posterior lens/iris are shifted to 
the pupil center reference, and rotated in order to superimpose the 
characteristic vectors of the corresponding pupil plane to those of the 
anterior lens/iris. Figure 6.11 illustrates the process to obtain the full 
anterior segment 3-D image merging from the three volumetric 
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acquisitions. A full overlapping of the iris from the 3 sets of images can 
be observed. 

 

 

Figure 6.11. Illustration of the merging of three volumetric acquisitions to obtain a 3-
D full anterior segment image.  

The transformation operation that allows translating and rotating the 
points for the cornea and posterior lens is a matrix, and it consists 
of the product of the translation matrix ( ) with the Rotation matrix (
R ).  

R =
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Eq.6.19  

where Rij elements of matrix R  are related to the rotation angles 
between the pupil normal vector (the one extracted from the iris in the 
anterior  lens acquisition) and the pupil normal vectors to be rotated 
(obtained from the iris of the posterior lens acquisition and the cornea 
acquisition iris). TheDk  elements are the distances that the different 
pupil centers must be translated to match the pupil center of the anterior 
lens. In order to assess the Rij  coefficients efficiently, we used a 
method not based on square roots neither trigonometric functions but 
based on dot and vectorial products of two vectors.  Denoting the 
unitary reference pupil vector as f and the unitary pupil normal vector 
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to be rotated as t , the rotation matrix can be described by Equation 
6.20. 

R =

c + hvx
2 hvxvy ! vz hvxvz + vy 0

hvxvy + vz c + hvy
2 hvyvz ! vx 0

hvxvz ! vy hvyvz ! vx c + hvz
2 0

0 0 0 1

"

#

$
$
$
$
$

%

&

'
'
'
'
'

Eq.6.20  

where vi are the x, y, z( )  components of vector  
!v  assessed as  

!v = f ! t , 
 is the dot product between f  and t vectors, and  h = 1! c( ) !v " !v( ) . 

6.10. Geometrical distances calculation 
The registration described above, involved shift and rotation by 
coordinates in optical distances, which actually differ across the 
different depths. Estimation of the geometrical parameters from the 
volumetric images (still subject to fan and optical distortion) required 
re-sampling of the surfaces in a rectangular equally distributed mesh.  
In Chapter 9 the selected grid was of 100 x 100 points in the rectangle 
circumscribed by the pupil ellipse. The geometrical distances 
calculation was based on an interpolation method by means of the 
Delaunay description of the surfaces, and the use of Radial Base 
Functions (RBF) (as those functions do not require the use of a regular 
grid of sampling without compromising accuracy). 

  
z x, y( ) = c0 + c1x + c2 y + !i" #( )

i=1

n

$ where # = x % xi( )2
+ y % yi( ) Eq.6.21

where x  and y  are the lateral coordinates of the point to be 
interpolated, ck are the coefficients of the linear part of the RBF, and 

 !i are the n coefficients for the nodes, while xi and yi are the lateral 
coordinates for the nodes. The function ! is the radial function and it 
can be selected from a catalogue (Figure 6.12): linear, cubic, 
multiquadrics, Thinplate or Gaussian.  
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Figure 6.12. Catalogue of the Radial basis Functions used in this thesis. 

The interpolated coordinates are obtained from the nodes of the triangle 
elements that tile the surfaces in the Delaunay description. The 
procedure is performed for all surfaces of the volumetric data, in the 
case of the anterior segment: anterior-posterior cornea and anterior-
posterior lens. The optical distance can be then calculated by direct 
subtraction of the coordinates of the different surfaces, while the 
geometrical distances were obtained by dividing the optical distance by 
the corresponding group refractive index at the illumination 
wavelength.  

6.11. Surface fitting by quadrics, conicoids and topographic maps 
Once the surfaces have been corrected from the fan distortion (Chapter 
2) and optical distortion (Chapter 6) data are expressed in euclidean 
coordinates, and can be fitted by standard functions (conic, Zernike 
polynomials, etc...). The same custom routines for fitting were also 
used to fit the corneal elevation maps provided by other instruments 
(Scheimpflug and Placido disk videokeratoscopy) used for reference.  
The algorithm uses fit four analytical functions fitting two non-
degenerate biologically compatible quadrics (Sphere and ellipsoid) a 
conicoid and a biconicoid. The fitting is produced in a non linear least 
square sense, and it was implemented in an iterative procedure, which 
allows further rejection of spurious points in the surface, by evaluating 
the local distance of every point with respect to the surface fitted to the 
analytical function selected by the user. Points further than three times 
the standard deviation of the distances between the actual surface and 
the fitted surface are eliminated, and a new iteration is performed. The 
procedure is repeated until the output variables change less than a 
percentage (defined by performer) from the previous iteration. 
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From the sphere (Equation 6.22) it is possible to obtain both radius 
and the center of the sphere x0 , y0 , z0( ) . 

x ! x0( )2 + y ! y0( )2 + z ! z0( )2 = a2 Eq.6.22  

From the ellipsoid (Equation 6.23) the algorithm extracts the three 
radius of curvature a,b,c( )  and the center of the ellipsoid x0 , y0 , z0( ) . 
There is a relationship between the ellipsoid and the biconicoid, which 
allows by simple operations, to express the radii and asphericities of the 
anterior segment surfaces in a format that can be compared to the 
values found in the literature. 

x ! x0( )2
a2

+
y ! y0( )2
b2

+
z ! z0( )2
c2

= 1 Eq.6.23  

The usual definition of the conicoid (Equation 6.24), described by the 
following Equation, matches the ellipsoid definition with  a = b . 

x ! x0( )2 + y ! y0( )2 ! 2 z ! z0( )R + Q +1( ) z ! z0( )2 = 0 Eq.6.24   

where x, y( )  being the horizontal and vertical coordinates relative to 
their origin x0 , y0( ) , z  and z0  are the axial and axial origin coordinates. 
Finally, the fitting parameters are the radius R  and the conic constant  
Q . The conic constant is defined as Q = ! 1! b2 c2( ) and the radius 

R = a2 c .  

In the case of the biconicoid (Equation 6.25) the following definition 
has been used, matching the definition of the ellipsoid. 

z x, y( ) = z0 +
cx x ! x0( )2 + cy y ! y0( )2

1+ 1! 1+Qx( )cx2 x ! x0( )2 ! 1+Qy( )cy2 y ! y0( )2
Eq.6.25

 

Where cx is the inverse of the radius of curvature in the horizontal 
direction, cy is the inverse of the radius of curvature in the vertical 
direction, Qx  is the asphericity in the horizontal direction, Qy  is the 

asphericity in the vertical direction and x0 , y0 , z0{ } are the coordinates 
of the apex. 
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The horizontal conic constant is related to the ellipsoid radii by 
Qx = ! 1! a2 c2( ) and the vertical by Qy = ! 1! b2 c2( ) and the radii are 

related to the radii provided by the ellipsoid by Rx = a
2 c  for the 

horizontal and Ry = b
2 c  for the vertical respectively. 

Finally the corneal topographies are represented as elevation maps 
(Figure 6.13), where the measured elevation data are represented as the 
difference of surface elevation data from the reference sphere (best 
fitted sphere estimated using nonlinear least squares algorithm). The 
corneal elevation maps are displayed in a square grid for the selected 
diameter, where warm colors depict points that are higher than the 
reference surface while cool colors designate lower points.  
 

 

Figure 6.13 Illustration of the calculation of a topographic map as a direct subtraction 
of the elevation data minus the best fitted sphere.  
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Chapter 7 

 

Topography from spectral domain 
optical coherence tomography for in 

vivo and in vitro surfaces 
 

This chapter is based on the article by Ortiz, S. et al  “ Corneal 
topography from spectral Optical Coherence Tomography (sOCT)” 
Biomedical Optics Express, Vol. 2, Issue 12, pp. 3232-3247 (2011). 
The coauthors of the study are: Damian Siedlecki, Pablo Pérez-Merino, 
Noelia Chia, Alberto de Castro, Maciej Szkulmowski, Maciej 
Wojtkowski, and Susana Marcos. The work was developed at Instituto 
de Óptica “Daza De Valdés”. The contribution of the author of this 
thesis was to develop a method to obtain accurate corneal topography 
from a spectral Optical Coherence Tomography (sOCT) system. The 
method included calibration of the device, compensation of the fan (or 
field) distortion introduced by the scanning architecture, and image 
processing analysis for volumetric data extraction, segmentation and 
fitting. Some examples of three-dimensional (3-D) surface topography 
measurements on spherical and aspheric lenses were presented, as well 
as on 10 human corneas in vivo. Results of sOCT surface topography 
(with and without fan-distortion correction) were compared with non-
contact profilometry (taken as reference) on a spherical lens, and with 
non-contact profilometry and state-of-the art commercial corneal 
topography instruments on aspheric lenses and on subjects.  
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7.1. Introduction 
The amount of quantitative information provided by anterior segment 
OCT is typically limited to axial distances between consecutive layers 
i.e. corneal thickness [Kim et al,2008, and Muscat et al, 2002], anterior 
chamber depth [Dawczynski et al, 2007, and Lavanya et al, 2007] or 
anterior chamber angle [Radhakrishnan et al, 2008], within the 
accuracy provided by axial resolution and exact knowledge of the 
refractive index of the tissue. Although the use of OCT as a pachymeter 
[Li et al, 2007, and Steinert et al, 2008] and for optical biometry 
[Ruggeri et al, 2010, Dunne et al, 2007] is widespread, its capability to 
produce surface elevation maps, and therefore to be used as a corneal 
topographer, has only been limitedly exploited. Although several 
studies address the use of OCT to estimate corneal power [Tang et al, 
2006, Li et al, 2008], only a few recent papers explore the accuracy and 
perform validations of corneal topography and keratometry from OCT 
3-Dimensional imaging [Gora et al, 2009, Plesea et al, 2008, Zhao et al, 
2010, and Karnowski et al, 2009].  

As it was mentioned in Chapter 4 one of the limitations of the most 
typical configuration of OCT systems is the presence of so-called fan 
(or field) distortion. In general, the effect is related to the scanning 
architecture of most 3-D OCT systems [Ortiz et al, 2009, Westphal et 
al, 2002, Xie et al, 2005, and Li et al, 2008], so that when imaging 
perfectly flat surfaces they appear curved. This phenomenon can be 
described as a combination of at least two possible effects: a) the 
architecture of the scanning system, which is primarily affected by the 
spatial separation of the mirrors, and b) design, position and alignment 
of the collimating lens in relation to the mirrors of the scanner. 
Therefore such images are not well represented in a Cartesian system of 
coordinates x, y, z( ) , but rather in xoct , yoct ,L( ) , where  is the optical 
path along the ray, and xoct , yoct( )  are the angles (horizontal and 
vertical) of the scanner mirrors, which can be explicitly associated to 
the coordinates (origin and directional cosines) of rays entering the 
sample. This representation allows conversion from angular to spatial 
coordinates following relatively simple calibration. 
 OCT systems are designed to detect usually faint back-scattered light 
from tissue. However, both backscattered as well as back-reflected 
(from directional and specular reflections) light is detected, particularly 
for surfaces normal to the optical axis of the instrument, such as the 
corneal apex in anterior corneal imaging. The presence of back-
reflected light results in saturation of the A-scan signals. Upon Fourier 
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Transform, fully saturated A-scans appear as completely modulated 
white lines, whereas partially saturated A-scans give rise to replications 
and ghost signals.  These effects produce additional distorting factors in 
the detected corneal surfaces from sOCT images, and may result in an 
artificial steepening of the estimated cornea. However, the 
consequences of these effects on the quantification of geometry of the 
surfaces have been generally miss-regarded.  

Another practical limitation for quantification of in vivo sOCT is 
imposed by motion artifacts [Yun et al, 2004, and Zhu et al 2004], 
which are associated to breath, pulsation [Ditchburn et al, 1953], 
dynamics of the tear film [Benedetto et al, 1984], among others, and 
occur, even when forehead support or bite bars are used. In order to 
minimize the impact of motion artifacts, the common solution is to 
increase the acquisition speed [Potsaid et al, 2010]. A widespread 
solution in anterior segment OCT, also common to other imaging 
modalities such as Scheimpflug corneal topography, is the use of a 
meridional scanning configuration, instead of a denser rectangular 
scanning [Tang et al, 2006, Li et al, 2008, Zhao et al, 2010, de Castro et 
al, 2010]. However, this approach assumes that the center of rotation is 
fixed and requires from radial interpolation, generating other sources of 
error. On the other hand, a dense, homogeneous sampling of the corneal 
elevation prevents from interpolation errors of radial or meridional 
sampling approaches. 

In this chapter, the effect of fan distortion correction on surface 
asphericity both on artificial surfaces and in vivo is demonstrated.  
Corneal topographic maps corrected from fan distortion in patient’s 
eyes are shown, and compated to topographic maps obtained with state-
of-the art clinical topography systems (Scheimpflug imaging and 
Placido-based videokeratography) in the same patients.  

7.2. Methods 
7.2.1 Image processing, automatic segmentation and surface fitting 
Anterior segment OCT systems are designed for imaging quasi-
transparent media, as corneal and lens tissues, and therefore, their 
dynamic range is adapted for the very weak signals provided by the 
diffuse reflection of the ocular surfaces. Images of plastic surfaces, or 
even the cornea, typically show a “white” area corresponding to zones 
producing a specular or directional back-reflection. In sOCT systems 
saturation results in the images showing a repetitive structure along the 
“white” A-scans, as a result of the Fourier Transform. We implemented 
the following strategy to avoid the saturation, of the whole 3-D scan 
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acquisition: We reduced the amount of irradiance impinging the surface 
up to prevent the interference fringes (carrier) coded in the 
autocorrelation spectrum (envelope) from saturating the detection 
system. This procedure can be applied by shortening the exposure time 
of the CMOS camera or by lowering the radiant intensity from the 
autocorrelation spectrum of the reference arm to values below four 
times the detection range of the camera. This way, the maximum of the 
interference fringes placed at the maximum of the cross-correlation for 
the specular reflection is within the range of the camera. This allows 
separating the information of the specular-directional reflection area 
from the “white background”, as the artificial echoes introduced by the 
Fourier transform are reduced.  

 

 
Figure 7.1. Single-frame excerpts from video recordings of the processing 
algorithms: a) Collection of original B-Scans, containing the data acquired from an 
in vivo healthy eye. b) Result of application of the statistical thresholding algorithm. 
c) Data after denoising image processing. d) Boundary detection in red.  
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In a previous work [Ortiz et al, 2010] we presented a segmentation 
algorithm to extract the 3-D data from sOCT B-Scans. This image 
processing incorporates important improvements for faster and more 
sensitive automatic segmentation of the surfaces in comparison with the 
signal processing of Section 5.2.3. The algorithm can be summarized in 
six steps (Figure 7.1): 
 (1) Statistical thresholds are calculated based on a derivation of the 
Otsu’s [Otsu, 1979] method as it is explained in Section 6.2 (see Figure 
7.1.a for a typical noisy raw B-scan) after the thresholding the  
Spurious noise is removed by using Morphological operators, areas in 
the B-scan smaller than 10 pixels are cleaned. Finally, an algorithm that 
finds the connected points in a neighborhood, allows identifying those 
belonging to a cluster >10 pixels in each B-scan (Figure 7. 1.b)  

(2) Application of the volume clustering algorithm as it is explained at 
Section 6.2. 

(3) Identification of the boundaries of volumes as it is explained in 
Section 6.3, by performing a 3-D edge algorithm (extension to 3-D of 
Roberts algorithm in 2-D). This algorithm allows detecting the 
maximum intensity in each boundary region, allowing a multilayer 
segmentation (Figure 7.1.c).  
(4) Multilayer segmentation. The approach, based on boundary region 
identification (and not only maximum intensity), allows to 
automatically resolve very close layers of different reflectivity (Figure 
7.1.d). 
(5) Application of the further surface denosing explained at Section 6.6 
on the 3-D segmented surfaces corresponding to the layer identified as 
the anterior corneal surface are fitted to Zernike modal expansions (55 
terms, 10th order) [Schwiegerling et al, 1995, Barbero et al, 2002].   
(6) Surface fitting by quadrics, conicoids and topographic maps routine 
explained at Section 6.10 is applied to the final surfaces (Zernike fits) 
are also fitted by different quadrics (sphere or conicoids), using a non-
linear least mean square procedure [Roberts, 1996, Cano et al, 2004 and 
Perez-Escudero et al, 2010].   

We have developed a procedure that accounts for potential tilts of the 
surface, with two modes of operation: (1) The apex or center of the 
quadric is defined by the user. This mode is useful for comparison 
purposes across different topographers (where, for instance, the 
specular reflection can be used for reference in longitudinal 
measurements on patients following corneal treatment). In this case, tilt 
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can be corrected using the information provided by the tilt Zernike 
coefficients, Z1

-1 and Z1
1. (2) The location of the apex is considered an 

additional variable to those defining the surface shape (radii of 
curvature, conic constants or eccentrity [Perez-Escudero et al, 2010]). 
This mode is useful when the surfaces do not have a particular point 
that acts as a reference (i.e. in surface profilometry). The fitting process 
and correction of tilt is illustrated in Figure 7.2, for the first mode, 
considering the specular reflection as the reference Figure 7.2.a, and 
after tilt correction and denoising through the Zernike fitting procedure 
described above (Figure 7.2.b). The points in blue represent the surface 
used for fitting, and the red points, the surface fitting to quadrics. 

 
Figure 7. 2 a) Elevation data (using the specular reflection as a reference) in blue 
and, the surface fitted to conicoid in red (note the tilt of the surface, well accounted 
by the fit). b) Surface fitting after tilt correction, and further denoising using Zernike 
fitting. Blue points are raw points used in the fitting and red points represent the 
fitted surface 

7.2.2. Fan distortion measurement and correction: general 
considerations 
In Chapter 4 we have presented a method for hardware minimization 
and software correction of the residual fan distortion in a time-domain 
OCT system, which was applied to in vitro samples. A key step in the 
fan distortion correction is the estimation of the directional cosines at 
each point in the surface. The method relies on the assumption that the 
outgoing beam from single mode fibers can be described as TEM00 
mode, and therefore following geometrical optics, the propagation of 
the beam can be described through their directional cosines.  

Figure 7.3 shows a typical implementation of a sample arm for 
anterior segment OCT: A two mirror-scanner system, showing a certain 
separation between the mirror centers and the collimating lens. Simple 
ray tracing on this optical layout shows that the output directional 
cosines after the lens are not parallel to the optical axis. As it was 
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demonstrated in Chapter 4, even when the lens is placed at the optimal 
position from the scanner the directional cosines are skew rays, with 
the geometry affecting not only the axial coordinate but also the lateral 
coordinates, since the optical scanner deflects the light in both, 
elevation and azimuth angles.  

As a result of the separation between the scanning mirrors, an 
elliptical wavefront is formed. Therefore, rays in different orientations 
travel different distances, and as a consequence, the lateral coordinates 
of the OCT become ellipsoidal (not Eucledian), producing path 
differences between the ray that defines the optical axis of the system 
and the rest of rays.  

 

 

 

Figure 7.3. Illustration of a scanning system plus a collimation-condensing lens in an 
anterior segment OCT system. See text for details. 

 

In Chapter 4 we made use of a confocal channel in the system to 
calibrate fan distortion. However, that channel is not generally 
available. Therefore we developed an alternative method, which could 
be easily implemented for calibration any OCT system, and we applied 
it, in particular, to a custom-developed sOCT [Grulkowski et al, 2009]. 
The method allows obtaining the axial distances that need to be added 
to each axial coordinate to compensate for the variable distances with 
respect to the optical axis at each location, as well as the transformation 
that must be performed to obtain lateral distances in Euclidean 
coordinates. 

The procedure consists of collecting series of 3-D volumes (sOCT 
images) of a calibrated grid at different axial positions within the axial 
range of the device (7 mm). The grid was placed on a linear stage of 50 
mm of travel path with micrometer accuracy. A 3-D volume was 
collected, every 0.5 mm.  
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The collected volumes were used to generate 2-D axial-integrated 
images [Targowski et al, 2006] by simple addition of the intensity 
along each A-scan. Figure 7.4.a shows an example of an axially 
integrated image of the grid used in the calibration (taken 1 mm from 
the best focus).  

  

 
Figure 7.4. a) Axially integrated images of a grid used in the calibration (200x200 A-
Scans, 11.25  wide  system local units). b) Automatic nodes identification  c) 
Vectorization of the node movement across the axial length 

Each particular ray (and pixel in the image) is described by the local 
coordinates of the OCT  and . We used the location of the nodes in 
the grid (crossing points between vertical and horizontal lines) to 
identify a set of 3-D coordinates in the system local coordinates, and 
relate them to the actual positions of the object in space. The Hough 
transform, in combination with circular and elliptical filters, was used 
to determine automatically the grid. The lines in the grid image were 
fitted by parabolic curves, and the nodes of the grids estimated from 
their intersections (Figure 7.4.b). The parabolic fit also allowed us to 
establish the transformation of the system local coordinates into lateral 
Euclidean units for each point in the volume of interest. Also, since the 
nodes are labeled for each axial location of the grid, the axial Euclidean 
coordinates are also obtained. Figure 7.4.c represents the amount and 
direction of the shift of the nodes at the boundary positions of the axial 
range. The axial length for the voxel of the collected 3-D images was 
estimated to be 3.42 ± 0.01 "m.   

Once the actual 3-D coordinates are estimated, the quantitative 
estimation of axial fan distortion was performed by 3-D sOCT imaging 
of a flat optical surface (mirror) along the axial range of the sOCT 
system (7 mm).  The mirror was placed at the same axial positions used 
in the collection of grid images. Normality of the mirror with respect to 
the optical axis was ensured by a pan/tilt mount (within 8 mrad). 
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The corresponding magnitude of the fan distortion is the distance of 
one point expressed in local OCT coordinates with respect to the 
optical axis. This distance is subtracted (in OCT local coordinates) 
from the raw optical path difference of detected surfaces to obtain their 
actual position. 

7.2.3 Experiments on artificial lens surfaces (spherical and aspheric) 
Measurements were performed on a spherical lens of known geometry 
(27.91-mm of radius of curvature) and an aspheric PMMA surface. The 
nominal surface geometry of the spherical artificial lens (Edmund 
optics) was obtained from the Edmund® catalogue. The aspheric 
surface was obtained by ablating a PMMA cornea (of initially 12.7-mm 
radius of curvature) with a refractive surgery excimer laser (Technolas, 
Baush and Lomb), programmed with a standard algorithm to correct 6-
D (on corneal tissue) over a 6-mm diameter optical zone [Dorronsoro et 
al, 2006, Dorronsoro et al, 2009]. The ablated surface was measured by 
non-contact profilometry (Sensofar PLu 2300 Software version 2300) 
which allows surface topographies with an axial resolution of 0.15 µm 
(for a 20X microscope objective). 3-D elevation maps were obtained by 
evaluating the surface in a squared grid of 1157 points over a region of 
15 mm for the spherical surface, and of 10 mm for the aspheric surface. 
In addition, the aspheric lens was measured using a Placido based 
videokeratography (Humphrey Atlas model 990, Humphrey 
Instruments, San Leandro, CA, USA, for cornea). Finally, sOCT 
images were obtained of both the spherical and aspherical surfaces.  
Measurements were collected on a 15 " 15 mm zone, using 300 " 300 
A-scans for the spherical lens, and on a 10 x10 mm zone for the 
aspheric lens, using 200 " 200 A-Scans, which resulted on a lateral 
resolution of 0.05 mm. The data were processed with and without the 
fan distortion correction. A total of 5 measurements were collected for 
each sample and device.  

Elevation maps obtained for spherical surfaces (from profilometry, 
OCT, and OCT after fan distortion correction) were fitted by spherical 
surfaces, on a 6-mm diameter area. Elevation maps obtained for 
aspheric surfaces (from profilometry, corrected OCT and Placido based 
videokeratography) were fitted by conicoids [Roberts, 1996, Cano et al, 
2004 and Perez-Escudero et al, 2010], on a 6-mm diameter (optical 
zone of the ablation). Difference maps were obtained subtracting OCT 
fitted topography maps from those obtained from the reference 
instruments. RMS (root mean square) of the difference map was used 
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as a metric of the accuracy of the OCT anterior corneal topographic 
measurement. 
For statistical analysis we applied an analysis of variance (ANOVA; 
general linear model for repeated measurements, with the data collected 
from different instruments the only factor). The evaluated data were the 
Zernike coefficients describing the surface (as proposed by Llorente et 
al. [Llorente et al, 2007]), as well as radii and asphericities from the 
surface fitted data.  Significant levels (ANOVA and pair wise 
comparison t-tests) were set at p<0.05. The statistical tests were 
performed using SPSS software (SPSS, Inc., Chicago, Illinois). 
7.2.4 Experiments on human corneas in vivo. 
A total of 10 eyes from five human subjects participated in the 
experiment. The ages ranged from 24 to 38 years. The subjects were 
considered normal in a clinical ophthalmological examination. 
Refractions ranged between 0 to -4.75 D sphere and 0 to 1 D of 
cylinder. All protocols had been approved by Institutional Review 
Boards, and the subjects signed informed consents after the nature of 
the study had been explained, in accordance to the tenets of the 
declaration of Helsinki. 

The subjects were aligned to the sOCT system by using the specular 
reflection of the cornea as a reference. Measurements were collected on 
a 10 "12 mm zone, using 50 B-Scans composed by a collection of 360. 
In order to enhance the signal to noise ratio, 3 A-Scans in a B-Scan, 
were averaged, resulting in a final sampling of 50 "120, which provides 
a spatial sampling interval of 0.1 mm for the horizontal direction and of 
0.2 mm for the vertical direction. The corneal power exposure was 800 
"W. Three-dimensional sOCT corneal images were collected in less 
than 0.8 seconds. This acquisition time was deemed as an appropriate 
compromise between resolution and presence of motion artifacts on 
control experiments on 20 subjects in which consecutive corneal 
images were obtained with decreasing acquisition times (0.5-2.0 sec). 
Five repeated images were collected per subject.  
In addition to the sOCT measurements, corneal topographies were 
obtained from commercial Scheimpflug topography (Pentacam, Oculus 
Optikgeräte GmbH, Wetzlar, Germany) and Placido based 
videokeratography (instrument of section 2.4). These instruments were 
used for comparison with state-of-the art clinical standards, not as gold-
standard references. The 50-scan acquisition protocol was used in the 
Pentacam instrument. Each Pentacam measurement was collected in 
about 2 seconds, while the subject fixated foveally the built-in red 
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fixation spot, and the corneal reflex of the fixation spot used as a 
reference. Each Placido based videokeratography measurement was 
collected in about 300 ms. Alignment was achieved by centering the 
image of the reflected rings on the cornea with the corneal reflex. Five 
repeated sets of data were obtained per subject with each instrument.  

Elevation data from all three instruments were fitted by Zernike 
polynomial expansions (up to the 10th order) using the algorithms 
described in Section 7.2, in order to remove noise. Quadrics (sphere 
and conicoid) were subsequently fitted to the elevation maps described 
by Zernikes. Radii of curvature (R) and asphericity (Q) were used to 
describe the surfaces. A variance analysis (ANOVA) was used to 
estimate the statistical significance of measurements from each 
instrument. A Bland-Altman test [Bland et al, 1986] was applied to 
evaluate the agreement across methods (OCT, Scheimpflug and Placido 
based videokeratography), taking the Placido based videokeratography 
as the reference. The SPSS software was used for statistical data 
analysis. 

 
Figure 7.5. a) Map of residual fan distortion obtained from a flat optical surface with 
the sOCT system of the study. The surface is presented after segmentation of the 
image captured by the OCT and it is represented in system local coordinates (slc), 
except for the axial axis what it has been transformed into Euclidean coordinates for 
comparison purposes.   b) Map of residual fan distortion after fan distortion 
correction. 

There are several ways in which the shape of corneal surfaces can be 
represented and quantified [Roberts, 1996, Waring, 1989, and Klyce et 
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al, 1989]. We selected the so-called “height representation” where the 
measured elevation is represented as the difference of corneal elevation 
data from the reference sphere (best fitted sphere estimated using a 
nonlinear least squares algorithm) [Warnicki et al, 1988]. The corneal 
elevation maps are displayed in a square grid of 100 " 100 points (6-
mm diameter), where warm colors depict points that are higher than the 
reference surface while cool colors designate lower points as it is 
explained in Section 6.2.  
7.3. Results 
7.3.1 Fan distortion  
Figure 7.5.a shows the raw elevation map of flat optical surface 
obtained by the sOCT system (i.e. without fan distortion correction), by 
using a mesh of 300 x 300 A-Scans rastering a square zone of 19 
system local coordinates width. The distortion of this surface is a direct 
measurement of the amount of residual fan distortion. As we had 
previously predicted [Ortiz et al, 2009b], the residual fan distortion is 
constant and does not depend on the axial position of the sample. The 
measured peak-to-valley difference (fan distortion) in our sOCT is 96 
mm in the horizontal direction and 24 mm in the vertical direction. This 
asymmetry is well predicted by simulations [Ortiz et al, 2009b]. Figure 
7.5.b shows the result of applying the algorithm for fan distortion 
correction to the sOCT images collected of a flat mirror placed on a 
holder mount.  

7.3.2 Topographic measurements on artificial lens surface (spherical 
and aspheric) 
Surface topographies from sOCT on a spherical lens and an ablated 
artificial cornea were compared to 3-D profilometric data, which were 
taken as a reference. Table 7.1 shows radii of curvature: nominal, and 
fits to profilometric and OCT data (average and standard deviation of 
repeated measurements). The radius of curvature from sOCT without 
fan distortion correction differs from profilometric data 3.9%, while 
after the fan distortion correction the difference decreases to 0.9%. The 
result of the variance analysis was that only statistically significant 
differences were found for the non corrected sOCT measurement. 

 
 
 

Table 7.1. Nominal  and fitting parameters to surface elevation maps measured with different instruments 
(spherical surface) 
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Spherical 
surface Nominal Profilometry  

OCT  
(Without Fan 

distortion 
correction) 

OCT  (With 
Fan distortion 

correction)  

Radius [mm] 27.91 27.78±0.27 27.69±0.11 28.03± 0.08 

Figure 7.6 shows difference maps between sOCT and profilometric 
topography before (Figure 7.6.a) and after fan distortion correction 
(Figure 7.6.b) on spherical surfaces. The RMS error of the difference 
maps for the spherical surface decreases from 2.3 "m without fan 
distortion correction to 0.8 "m with fan distortion correction, for an 
area of 6-mm diameter.  Figure 7.6.c shows relevant Zernike terms of 
the Zernike fit to the sOCT measurements (before and after correction 
of fan distortion), in comparison to profilometric measurements. Non-
corrected sOCT surfaces show significant amount of astigmatism ( ) 
that decreases dramatically with fan distortion correction (from 1.25 to 
-0.08 "m). Differences for this coefficient between non-corrected 
sOCT data and profilometry were statistically significant.  
The geometrical aspects (radius and asphericity) of the conicoid fitting 
to the aspheric PMMA surface are summarized in Table 7.2 for the 
three instruments: Non-contact profilometer (taken as gold standard), 
Placido based videokeratography, and sOCT without and with fan 
distortion correction. Even though Scheimpflug measurements were 
collected it was not possible use them, since the Pentacam software was 
not capable to produce reliable segmentation of the PMMA surface. 
Radii of curvature differed from profilometry by 0.8% for the Placido 
based videokeratography, 4.6% for the sOCT without fan distortion 
correction (being statistically significantly different), and 1.6% for 
sOCT with fan distortion correction. Asphericities differed 
substantially across methods, as well the repeatability of the asphericity 
estimates from repeated measurements. Asphericities differed from 
profilometry by 65% for the Placido-disk topographer, 130% for the 
sOCT without fan distortion correction, and 5% for sOCT with fan 
distortion correction.  
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Figure 7.7. a) Difference map (sOCT elevation map – profilometric elevation map), 
without fan distortion correction.  b) Difference map (sOCT elevation map – 
profilometric elevation map), with fan distortion correction, for a spherical surface. 
c) Second and fourth order astigmatism Zernike terms from a Zernike polynomial fit 
to the surfaces for sOCT topographies without fan distortion correction (red) and 
with fan distortion correction (green). Data in µm are averages across 5 repeated 
measurements for each instrument, and 6-mm diameter zones. 

 
Table 7.2. Fitting parameters to surface elevation maps measured with different instruments (aspheric 

surface) 

Aspheric 
surface Profilometer 

Placido 
based 

videokerato. 

sOCT  (Without 
Fan distortion 

correction) 

sOCT  (With 
Fan distortion 

correction)  

Radius (mm) 8.53±0.11 8.46±0.01 8.92±0.01 8.67±0.00 

  Asphericity -0.20±0.25 -0.07±0.08 0.47±0.05 -0.21±0.02 
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Figure 7.7 a) Difference map (OCT elevation map with fan distortion correction – 
profilometric elevation map). b) Difference map (Placido based videokeratgoraphy 
elevation map – profilometric elevation map), for an aspheric surface. Data are for a 
6-mm area (optical zone of the ablation). 

Figure 7.7 represents difference elevation maps (with respect to the 
non-contact profilometric maps) of the sOCT topography after fan 
distortion correction (Figure 7.7.a) and of the Placido based 
videokeratography (Figure 7.7.b). The RMS error of the difference 
maps, for a 6-mm diameter area, was 2.6 "m for sOCT with correction 
and 5.6 "m for the Placido based videokeratography. The differences 
with the profilometric topography (analyzed in terms of the Zernike 
coefficients) were not significant for neither instrument, although the 
differences for the sOCT tended to be smaller. 
7.3.3 Topographic measurements on human corneas in vivo 
Corneal topographies were obtained on 10 eyes from 5 subjects from 
sOCT and commercial instruments. Table 7.3 and 7.4 show radii and 
asphericities from conicoid fits to all corneas in a 6-mm diameter zone. 
Data are averages (and standard deviations) of 5 repeated 
measurements on each eye.  Radii of curvature (Table 7.3) from sOCT 
without fan distortion measurements were systematically lower than 
those from sOCT measurements with fan distortion correction (2% on 
average). Discrepancies of the latter with respect to radii of curvature 
from Scheimpflug topography were between 1 and 2%, and from 
Placido based videokeratography <1%. A variance analysis showed 
significant differences between the Placido based videokeratography 
and Scheimpflug in S#1-OD, S#1-OS, S#2-OD and S#3_OD. Non-
corrected sOCT data showed statistical differences compared to the 
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other methods for S#4-OD. Corrected sOCT was statistically 
significantly different from other methods for S#1-OS. The Bland-
Altmann plot for radii of curvature did not show any significant 
difference across instruments, providing a range of [-0.13, 0.05] for the 
comparison between Placido based videokeratography and 
Scheimpflug, [-0.16, 0.16] for the sOCT without fan distortion 
correction, and [-0.09, 0.10] for the sOCT with fan distortion 
correction.  
Table 7.3. Radii of curvature (from a conicoid fitting) of anterior corneal elevation maps measured with 
different instruments (10 eyes from 5 subjects) 

Conicoid 
Radius (mm) 

Placido based 

videokerato. 
Scheimpflug sOCT  (Without Fan 

distortion) 
sOCT  (With Fan 

distortion correction) 

OD 8.16±0.01 8.12±0.02 8.23±0.11 8.14±0.02 
S#1 

OS 8.18±0.01 8.10±0.02 8.10±0.07 8.14±0.01 

OD 7.51±0.04 7.45±0.01 7.54±0.03 7.53±0.04 
S#2 

OS 7.45±0.03 7.45±0.03 7.45±0.01 7.46±0.02 

OD 7.59±0.02 7.54±0.01 7.54±0.06 7.60±0.02 
S#3 

OS 7.53±0.01 7.52±0.03 7.47±0.06 7.52±0.01 

OD 8.02±0.11 7.90±0.00 8.19±0.04 8.09±0.03 
S#4 

OS 7.88±0.09 7.83±0.00 7.94±0.03 7.89±0.02 

OD 7.50±0.02 7.49±0.02 7.54±0.04 7.56±0.06 
S#5 

OS 7.52±0.05 7.50±0.03 7.51±0.04 7.48±0.05 

Asphericities (Table 7.4) from sOCT without fan distortion differed 
dramatically in comparison with the rest of the instruments (even 
changing signs), in consistency with the findings on the artificial 
aspheric surfaces. Only two eyes S#4-OS and S#5-OS show 
statistically significant differences between Scheimpflug and Placido-
based videokeratography. When the sOCT without fan distortion 
correction was compared to the Placido-based videokeratography three 
eyes showed significant statistical differences (S#2-OD, S#2-OS and 
S#4-OS). In the case of the sOCT with fan distortion correction the 
only eye showing significant statistical difference was S#4-OS. The 
Bland-Altmann plot for asphericity showed relatively narrow limits of 
agreement comparing Placido-based videokertagoraphy with 
Scheimpflug and sOCT with fan distortion correction ([-0.17, 0.21; 
Scheimpflug], [-0.19, 0.18; sOCT with fan distortion correction]). In 
the case of sOCT without fan distortion correction the limits of 
agreement in comparison with Placido-disk were higher [-0.21, 0.37]. 
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Table 7.4. Asphericities (from a conicoid fitting) of anterior corneal elevation maps measured with different 

instruments (10 eyes from 5 subjects) 

Asphericity 
Placido based 

videokerato. 
Scheimpflug sOCT  (Without 

Fan distortion) 

sOCT  (With Fan 
distortion 

correction) 

OD -0.12±0.07 -0.02±0.09 -0.22±0.16 -0.13±0.02 
S#1 

OS 0.06±0.11 -0.04±0.15 -0.01±0.12 -0.12±0.09 

OD -0.13±0.04 -0.19±0.04 -0.04±0.04 -0.07±0.02 
S#2 

OS -0.18±0.08 -0.10±0.09 0.07±0.01 -0.18±0.01 

OD 0.01±0.08 -0.02±0.01 -0.01±0.08 -0.07±0.02 
S#3 

OS -0.02±0.07 -0.01±0.07 0.01±0.09 -0.03±0.03 

OD -0.25±0.11 -0.32±0.00 -0.15±0.05 -0.24±0.03 
S#4 

OS -0.39±0.00 -0.30±0.02 0.07±0.04 -0.34±0.01 

OD -0.04±0.09 0.01±0.04 -0.04±0.04 0.01±0.04 
S#5 

OS -0.11±0.04 0.02±0.08 -0.06±0.05 -0.12±0.03 

Figure 7.8 shows topographic height maps from 4 eyes, obtained from 
Placido-based videokeratography, Scheimpflug and sOCT (without and 
with fan distortion correction). Difference maps are not shown, as none 
of the instruments is considered as a “gold standard”. All maps are 
presented on the same scale for each eye, and are averages of 5 
repeated measurements. All data are represented over a 6-mm diameter 
zone, centered at the specular reflection for foveal fixation. The 
topographic maps were obtained by fitting the raw elevation maps to a 
10th degree Zernike expansion, relative to the best fitting sphere. The 
numbers below each map represent the average and standard deviation 
of the radius of curvature of best fitting sphere in mm.  
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Figure 7.8. Corneal elevation maps obtained in 4 eyes obtained from different 
instruments (relative to the best fitting sphere). R = radii of curvature of the best 
fitting sphere (from fits to sphere quadrics). 

7.4. Discussion 
We have presented a method for correcting the distortion of OCT 
systems, due to the architecture of the sample arm. The calibration has 
been combined with new algorithms for denoising, segmentation and 
surface fitting, which have allowed automatic estimation of the surface 
topography. The presence of fan distortion and its correction in a non-
telecentric scanning system was first reported by Westphal et al 
[Westphal et al, 2002]. In a previous study we presented theoretical 
predictions and measurements, as well as a method for correction of fan 
distortion in a time-domain OCT system provided with a confocal 
channel [Ortiz et al, 2009b].  In this study, we have demonstrated that 
the sOCT corrected for fan distortion produces accurate topographic 
estimates of artificial surfaces, as compared to non-contact 
profilometric data. Correcting fan distortion has proved particularly 
critical for accurate estimates of asphericity. In fact, sOCT with fan 
distortion correction produced the closest estimates of asphericity with 
respect to the gold standard (non-contact profilometry) values than 
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other commercial topographers (such as Placido-based 
videokeratography). A proper measurement of corneal asphericity is 
critical in clinical applications of corneal topography (refractive 
surgery, contactology, etc…).  
Even though there are small statistically significant differences in terms 
of quadric parameters for the sOCT without correction, it is in terms of 
the topographic maps where differences are most notorious. The 
presence of astigmatism in the data prior to fan distortion correction is 
clearly observed in the measurements of artificial surfaces, where 
(unlike in real eyes) no other astigmatism arising from alignment or 
shape should be present. 

Placido-based videokeratography, and to a less extent Scheimpflug 
imaging, are widely used clinically to measure the geometry of corneal 
surfaces. The high level of accuracy and precision of Placido-based 
videokeratography in measuring spherical and aspheric samples has 
been demonstrated in several studies [Tang et al, 2000, and Cho et al, 
2002]. We have recently reported on the accuracy of the Pentacam 
anterior and posterior corneal topography on artificial (plastic and 
hybrid porcine/plastic) eyes. Although the radii of curvature of the 
surfaces were retrieved within 98.3% accuracy [Pérez-Escudero et al, 
2009] we did not attempt to explore the accuracy of the asphericity 
estimates. The repeatability of clinical instruments has also been 
studied. In general, Placido-based videokeratography showed higher 
repeatibility due to its high-speed acquisition; however the posterior 
corneal surface or the geometry of the corneal apex cannot be measured 
[Nakagawa et al, 2009]. Although some studies reported high 
repeatability in anterior corneal parameters in normal corneas measured 
with Pentacam [Chen et al, 2007, Shankar et al, 2008, and Read et al, 
2009], a recent study reported relatively high variability in the corneal 
elevation data obtained with this instrument [Shankar et al, 2008]. The 
relative long acquisition times and the rotating slit scanning scheme 
may result in motion artifacts and changes in the center of slit rotation. 
The relatively sparse information in certain dimensions (radially in 
Placido-basedvideokeratography, where the information in the 1-mm 
central region is lost, and the cornea is sampled radially, and 
meridionally in Scheimpflug, where the information is sampled only on 
25-50 meridians) poses some limitations to these techniques. For 
example, the meridional pattern is not well suited in patients with 
irregularities with higher azimuthal frequencies [read et al, 2009].  
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In contrast, OCT allowed a more sensitive analysis of the geometrical 
shape of the corneal surface due to its larger axial and lateral resolution. 
In order to minimize the impact of motion artifacts, we decreased the 
acquisition times without compromising sampling density (>25000 A-
Scans were used). The homogenous sampling pattern in the current 
study differs from that chosen in recent reports of OCT-based 
topography, where the information is collected in a series of meridians 
[Tang et al, 2006, Li et al, 2008, Zhao et al, 2010].  While this strategy 
is time-efficient and non-problematic in symmetric surfaces, it 
potentially encompasses similar limitations than those indentified for 
Scheimpflug imaging (reduced sensitivity in the detection of 
asymmetries, dependence on the center of rotation, etc). Optimizing 
both sampling density and sampling pattern will potentially contribute 
to more accurate corneal elevation reconstructions. 
In summary, correction of fan distortion is important for accurate 
surface/corneal topography with OCT systems. Spectral OCT has the 
potential for becoming a system for state-of-the-art topography, and 
overcome the limitations of current standard topographic system. It is 
essential however to provide the systems with appropriate calibration 
tools, as well as automatic procedures for accurate detection and 
evaluation of the surfaces. Although the technique has been 
demonstrated on a laboratory-based OCT system, it can be easily 
extrapolated to other OCT systems. 

7.5. Conclusions.  
We have presented a full experimental method for correction of fan 
distortion, which can be universally applied to any anterior segment 
OCT system. This method that allows achieving accurate corneal 
topographies from spectral anterior segment OCT. The method for 
correction has been combined with robust automatic image processing 
techniques. The sOCT topography after fan distortion correction has 
proved extremely accurate (compared to non-contact profilometry) on 
artificial lenses (less than 1% discrepancy for both radius of curvature 
and asphericity), and provided the most accurate estimate of surface 
asphericity. The stastistical comparison of these corrected topographies 
with topographies from state-of-the art clinical topography systems 
represents a valuable contribution toward the development “All-OCT-
based” topographic systems. Fan distortion correction (along with fast 
acquisition and powerful segmentation strategies) is essential to obtain 
reliable corneal elevation maps from sOCT in patients.  
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Chapter 8 

Quantitative OCT-based corneal topography 
in keratoconus with intracorneal ring 

segments  
This chapter is based on the article by Ortiz, S. et al  “ Corneal 
topography from spectral Optical Coherence Tomography (sOCT)” 
Biomedical Optics Express, Vol. 3, Issue 5, pp. 814-825 (2012). The 
coauthors of the study are:  Pablo Pérez-Merino, Nicolas Alejandre, 
Enrique Gambra, Iñigo Jimene- Alfaro, and Susana Marcos. The work 
was developed at Instituto de Óptica “Daza de Valdés”. The 
contribution of the author of this thesis was was the 3-D 
characterization of corneal topography in keratoconus before and after 
implantation of intracorneal ring segments (ICRS) using our Custom 
high-resolution high-speed anterior segment spectral domain Optical 
Coherence Tomography (OCT). Surfaces were automatically detected 
for quantitative analysis of the corneal elevation maps (fitted by 
biconicoids and Zernike polynomials) and pachymetry. Automatic tools 
were developed for the estimation of the 3-D positioning of the ICRS. 
The pupil center reference was estimated from the segmented iris 
volume. The developed algorithms are illustrated in a keratoconic eye 
(grade III) pre- and 30 days post-operatively after implantation of two 
triangular-section, 0.3-mm thick Ferrara ring segments. Automatic 
tools also allowed estimation of the depth of the implanted ICRS ring, 
as well as its rotation with respect to the pupil plane.  
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8.1. Introduction  
Keratoconus is a bilateral, asymmetric and chronic disease of the eye 
caused by the weakening of the cornea with a prevalence of 1 per 2000 
in the population [Rabinowitz et al,1998]. It is characterized by a 
progressive thinning and steepening of the cornea, resulting in a cone-
shaped cornea, which leads to increased astigmatism and high order 
aberrations [Barbero et al, 2002], and a loss of visual quality [Kymes et 
al, 2008]. In the early stages of the disease, the use of spectacles or 
contact lenses might provide sufficiently functional visual quality to the 
patient [Nordan, 1997]. However, the progressive corneal thinning and 
steepening usually results in the need of corneal transplant in advanced 
stages [Mamalis et al, 1992, and Javadi et al, 2003]. Several emerging 
treatments of keratoconus, such as collagen cross-linking [Ferrara et al, 
1995] or the implantation of poly(methyl methacrylate) (PMMA) 
intracorneal ring segments (ICRS) [Colin et al, 2000, Siganos et al, 
2002 and Alió et al, 2002], attempt at preventing or delaying corneal 
transplant. The rationale behind the ICRS is the use of passive spacing 
elements to increase the keratoconic corneal structural integrity, shorten 
the arc length of the corneal surface, and achieving a refractive 
adjustment by flattening the central cornea [Barraquer, 1966, and 
Blavatskaya, 1968].  One of the advantages of the ICRS surgery is the 
possibility of reshaping the cornea without removing tissue, although a 
potential drawback is the lack of predictability of its outcomes [Burris 
et al, 1993 and 1998, and Piñero et al, 2010].  
Understanding of the structural and geometrical changes induced on the 
cornea upon implantation of ICRS is key in the optimization of the 
ICRS surgery to treat keratoconus and increase its predictability. 
Quantitative information from advanced anterior segment imaging 
techniques may be challenged by the irregular cornea, by the limited 
range of application of some of the existing instruments, and by the 
presence of the implant with a different index of refraction from tissue. 
Several studies report geometrical corneal changes in keratoconic 
corneas [Maguire et al, 1989, Rabinowitz et al, 1989, Maeda et al, 1994 
and Tomikodoro et al, 2000] and upon ICRS implantation, measured by 
slit-scanning corneal topography (Orbscan, Orbtek, Inc) [Dauwe et al, 
2009], Scheimpflug camera (Pentacam, Oculus, Inc) [Kamburoglu et al, 
2009] or high-frequency ultrasound (UBM) [Reinstein et al, 2001]. 
Although these instruments have allowed to identify unusual 
topographic patterns in the anterior cornea, and provided posterior 
corneal elevation and pachymetry maps, they are subject to limitations, 
particularly in the application under study. Slit-scanning topography 
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presents limited depth resolution and several studies have reported 
underestimation of corneal thickness in keratoconic patients [Kawana et 
al 2005]. Furthermore, the lack of an appropriate correction of the 
optical distortion produced by the anterior corneal surface limits the 
reliability of the retrieved posterior corneal surface.  In comparison 
with slit-scanning systems, Pentacam Scheimplfug imaging system has 
shown to provide good reproducibility and repeatability in measuring 
curvature and thickness in normal and keratoconic eyes [de Sanctis et 
al, 2007], although some studies reported variability in corneal 
elevation maps [Shankar et al, 2008, Read et al, 2009]. In a previous 
study we showed that posterior corneal curvature measured with this 
instrument was not influenced by refraction of the anterior surface 
[Perez-Escudero et al, 2009]. However, it is likely that the optical 
distortion correction assumes a constant corneal refractive index, 
compromising the estimates of posterior corneal elevations viewed 
through a different optical material. UBM requires immersing the eye 
in a coupling fluid, which limits control of the visual fixation). Also, 
although unlike optical techniques UBM is not subject to refraction 
distortion, the axial resolution is poorer than that of optical techniques.  

OCT appears therefore as an ideal tool to quantify both the geometry of 
the cornea, and its changes with treatment, as well as the implantation 
of the ICRS (i.e. three dimensional positioning of the implants within 
the corneal volume). However, quantitative geometrical parameters can 
only be retrieved accurately upon correction of the fan (scanning) 
distortion of the sample arm of the OCT instrument, and (for all 
structures behind the anterior cornea) correction of the optical 
(refraction) distortion [Ortiz et al, 2009a, 2009b, 2010, and 2011, Zhao 
et al, 2010].  Optical correction of the refraction of the anterior cornea 
is particularly critical in keratoconic corneas, with increased 
irregularities and steepening, and in the presence of ICRS with a 
different refractive index.  

 In this study, we present quantification of the keratoconic cornea 
before and after ICRS implantation. To our knowledge, this is the first 
time where fully quantitative OCT (following fan and optical distortion 
correction) has been applied to retrieve anterior and posterior corneal 
elevations and pachymetric to irregular and treated corneas. The 
chapter also reports the development of a series of automatic algorithms 
of volume identification in general (and of the ICRS in particular), 
automatic segmentation of the edges of the ICRS, which allowed 
accurate automatic estimate of the location, depth and rotational angles 
of the ICRS. 
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8.2. Material and Methods 
8.2.1. Patient and ICRS surgery  
Ferrara ICRS were implanted using a manual surgical technique in one 
keratoconic patient (29 y.o) [Siganos et al, 2002]. The surgical 
procedure was carried out under topical anesthesia. The technical 
specifications of the Ferrara ICRS were: triangular cross-section, 0.3-
mm thickness, 90-deg arc length, 5-mm inner diameter, and 5.6-mm 
outer diameter. The tunnels were performed at 80% of the corneal 
thickness, and the ICRS subsequently implanted in the tunnels. Two 
segments were implanted symmetrically at an angle of 70º deg from the 
steepest meridian. The study was approved by Institutional Review 
Boards and followed the tenets of the Declaration of Helsinki. The 
subject signed a consent form and was aware of the nature of the study.  

8.2.2. Experimental acquisition protocols 
Measurements on the patient were performed pre-operatively and 30 
days after ICRS implantation. The patient was stabilized using a bite 
bar. Alignment of the patient was achieved with respect to the anterior 
corneal specular reflection. All the measurements were performed in a 
dark room under the same conditions without the use of dilating drops. 
A total of five sets of 3-dimensional measurements were collected pre-
operatively and post-ICRS implantation. The SLD power exposure was 
fixed at 800 "W. Each set of 3-D measurements was acquired in 0.72 
seconds in order to minimize the impact of motion artifacts (Section 
8.2.4). Measurements were collected on a 10 " 12 mm zone, using 50 
B-Scans composed by a collection of 360 A-Scans, providing a 
resolution of 0.03 mm for horizontal and 0.2 mm for vertical meridian.  
8.2.3. 3-D image analysis: denoising, segmentation and surface 
fitting. 
Corneal topographic maps from normal subjects using sOCT by 
extracting volumetric data were described in detail in previous chapters 
(2-5 and 7). This study incorporates improvements for a faster and a 
more sensitive automatic segmentation of the surfaces, as well as new 
routines that have been specifically developed for the requirements of 
the current application. Newly developed algorithms for automatic 
clustering of volumetric objects have been particularly instrumental in 
the detection of ICRSs within the corneal volume, and the automatic 
pupil detection, used for referencing. The algorithm is summarized in 
nine steps. Only dedicated new routines are described in detail: 
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(1) Denoising: As it is explained in Section 6.2 a rotational kernel 
transform was performed for an edge-preserving denoising, using a 
mask of size 9 pixels. In addition, a wavelet low-pass filtering 
processing based on log-Gabor wavelet for 7 scales and 6 orientations 
was used.  

(2) Statistical thresholding: In this chapter, a multimodal histogram 
distribution for the entire 3-D data was introduced in application of 
Section 6.3  
 (3) Volume Clustering: As a result of the overlapping statistics of the 
noise and signal, randomly distributed noise is still present in the 
images after thresholding. We developed the volume clustering 
introduced at section 6.4. The classes with a volume size below a 
certain threshold are eliminated. The threshold is estimated as a certain 
percentile within the range of 95-99% of the total number of connected 
points.  

(4) Multilayer segmentation: As it is introduced in Section 6.5 the 
Sobel operator extended for 3-D was applied and after a 3-D 
neighborhood algorithm is applied to this 3-D matrix producing layers 
of connected points and rejecting random peaks due to noise. Examples 
of surface segmentation of the posterior corneal surface, ICRS surfaces, 
and the anterior corneal surface are shown in Figure 8.1.  

 

Figure 8.1. Illustration of the multilayer segmentation in a keratoconic cornea 
implanted with an ICRS, showing the posterior corneal surface (white), ICRS 
(yellow)  and the anterior corneal surface (orange, movie only).  

 (5) Distortion corrections: Fan distortion correction was applied for the 
anterior cornea, and both fan and optical distortion corrections were 
applied for the multiple surfaces after the anterior surface. We applied 
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these algorithms as previously described in Chapter 4 and in Section 
8.2.2, assuming a corneal index of refraction of 1.376. However, the 
presence of the ICRS (index of refraction= with 1.4914) required 
adjustments in the algorithm to account for the new refractive interfaces 
across the cornea in 3-D.  

 (6) Surface fitting by quadrics (biconicoid): Raw corneal elevation data 
from anterior and posterior surfaces were denoised by using a fitting 
Zernike modal expansions (55 terms, 10th order) (Section 6.5). The 
denoised surfaces were also fitted by quadrics (Section 6.8). For the 
purposes of this study a spherical surface was used as a reference 
surface in corneal elevation maps, A biconicoid was used to obtain 
corneal shape descriptive parameters (radii of curvature Rx and Ry and 
conic constants Qx and Qy) [Perez-Escudero et al, 2010]. 

(7) Pupil center reference. The pupil center was used as a reference 
across measurements (i.e. pre- and post-operative) and to define the 
optical zone (effective area within the ICRS inner diameter). According 
to previous studies, the pupil center shifts little across pupil sizes and 
light conditions [Yang et al, 2002]. The pupil center was efficiently 
calculated from the clustered iris volume (Figure 8.2.a), by collapsing 
the cloud of points onto a 2-D image. The pupil center and radii were 
obtained from an ellipse fitting of the segmented edges using Sobel 
edge detector (Figure 8.2.b). The center of the ICRS inner area was 
calculated from the clustered ICRS volume, and ellipse fitting (Figure 
8.2.c). The shift between the pupil center and the center of the inner 
area of the ICRS was estimated. The center of optical zone was 
therefore defined from post-operative parameters and used of 
registration of the pre-operative cornea (Figure 8.2.d). The biconic 
fitting of pre- and post-operative corneas was performed on 4-mm pupil 
diameter.  
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Figure 8.2. (a) Segmented (green). (b) Pupil edge fitting (detected edge in yellow and 
ellipse fitting in green). (c) ICRS inner diameter edge fit in the post-operative cornea 
(red line, and center as a red asterisk) and pupil center (green cross) (d) Evaluation of 
the same optical zone (in red) in the pre-operative cornea, using the pupil center as a 
reference.  

(8) Corneal elevation maps: As it is explained in section 6.8 the maps 
are displayed in a square grid of 100x100 points in a 6-mm of diameter, 
with respect to the pupil center.  This representation does not require 
interpolation of the data, as (unlike other approaches in Scheimpflug 
imaging and OCT [Shankar et al, 2008, and Li et al 2010]) the data 
were obtained as a dense collection of B-scans, rather than across 
meridians. The measured elevation is represented as the difference of 
corneal elevation data from the reference sphere [Warnicki et al, 1988], 
where warm colors represent points that are higher than the reference 
surface and cool colors represent points below the reference. The 
pachymetry maps were calculated from direct subtraction of the 
posterior corneal surface from the anterior corneal surface, after 
distortion corrections, and are represented using the HSV color map.  
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8.2.4. ICRS implantation evaluation 
The automatic identification of the edges of the implanted ICRS 
volumes obtained from the clustering algorithm allows the analysis of 
the ICRS location in 3-D within the cornea: depth, orientation and 
lateral position at every corneal location. These parameters were 
obtained from estimations of the vertices of the ICRSs, and their 
geometrical center at every location. The resulting points in 3-D along 
an arc (for each segment) allowed estimation of the depth and position 
of the ICRS with respect to the anterior corneal surface. The plane 
containing those arcs (and its corresponding normal) was used to 
estimate the overall rotation of the ring (using the pupil plane as a 
reference).  
8.3. Results  
8.3.1. Posterior corneal surface change after ICRS distortion 
correction  
Raw OCT images suggested an even larger increase of corneal 
thickness in the peripheral areas of the cornea, as a result of higher 
optical path difference through the ICRS. However, after correction of 
optical distortion and consideration of the actual PMMA refractive 
index within the segment, corneal thickness decreased by up to 35 "m 
in those areas. Figure 8.3 shows a cross-section of the cornea implanted 
with the ICRS ring, illustrating the effect of correcting the refraction in 
the left segment while the right one remained un-corrected. It can be 
observed qualitatively that the correction reveals a more symmetric 
segment with flat edges.  

 

Figure 8.3. Effect of the ICRS distortion on the corneal posterior surface. Left: Non-
corrected image (red). Right: image after optical distortion correction of the ICRS 
(green).  

8.3.2. Corneal shape: radii of curvature and asphericities  
Table 8.1 summarizes the values of radius and asphericity for anterior 
and posterior corneal surface before and after ICRS implantation, 
obtained from corneal elevation fitting within the optical zone (4 mm). 
Data are the mean of five repeated measurements.  
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ICRS implantation produced a significant flattening of the anterior 
corneal surfaces (vertical 1.85%; horizontal 6.00%), and posterior 
corneal steepening (vertical 11.38%; horizontal 3.94%). Similarly, 
changes in asphericity were also higher in the vertical than in the 
horizontal meridian, both in the anterior (vertical 3.74%; horizontal 
10.10%) and posterior (vertical 24.42%; horizontal 9.09%) cornea.  

Table 8.1. Radii and asphericities of the cornea before and after ICRS surgery 

 Radii of curvature (mm) 

 Pre-op   Post-op 

 Horizontal  Vertical   Horizontal  Vertical  

Anterior 8.03±0.08 6.51±0.14  8.16±0.16 6.90±0.11 

Posterior 5.97±0.13 6.32±0.09  5.36±0.14 6.08±0.17 

 

 Asphericity 

 Pre-op   Post-op 

 Horizontal  Vertical   Horizontal  Vertical  

Anterior -1.03±0.02 -0.89±0.03  -1.07±0.03 -0.99±0.02 

Posterior -1.07±0.08 -1.20±0.07  -0.86±0.08 -1.10±0.10 

8.3.3 Full corneal topography  
Figure 8.4 shows quantitative topographies of the anterior and posterior 
corneal surfaces before and after ICRS implantation. The pre-operative 
anterior corneal surface shows a 40 "m bulging (with respect to the 
reference sphere) near the ectactic zone, next to a -45 "m depression. 
Large asymmetries are also observed in the posterior cornea.  

After ICRS implantation, the anterior surface of the cornea shows a 
more regular pattern, a shift of the area of maximum elevation and a 
decrease in the maximum height (down to 15 "m.).  The ICRS 
produces a stretching that decreases elevation (-20 "m) in the area 
above the ICRS. The posterior topographic map is consistent with a 
lateral stretching in the optical zone induced by the action of ICRS, and 
shows an effective protrusion of the cornea areas behind the ICRS. 
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Fiure 8.4.  (a) Quantitative anterior and posterior corneal elevation maps of a 
keratoconic cornea. (b) Quantitative post-ICRS anterior and posterior corneal 
elevation map. All data are after refraction distortion correction, and for a 6-mm 
zone. 

8.3.4. Corneal pachymetry 
ICRS implantation increased the minimum corneal thickness (from 
353±15 "m pre-operatively and 429±15 "m post-ICRS), and decreased 
the overall corneal thickness asymmetry (Figure 8.5). The post-ICRS 
pachymetry map is consistent with a lateral stretching within the optical 
zone induced by the action of ICRS. At the location of the ICRS (i.e. 
beyond the optical zone) corneal thickness effectively increased, 
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indicating an axial stretching of the cornea by the ICRS

 
Figure 8.5 Quantitative pachymetry map of keratoconic cornea (a) before and (b) 
after ICRS implantation. Data are for a 6-mm zone.   

8.3.5. ICRS location 
Figure 8.6 shows an illustration of the estimated location and 
orientation of the ICRS inside the cornea in 3-D. The ICRS center of 
mass was measured to be at a depth from the anterior corneal surface 
ranging from 350 to 470 µm (left segment) and from 360 to 450 (right 
segment). The ICRS was tilted 5.46±1.16º (left segment) and 
12.41±1.65º (right segment) with respect to the pupil plane, and 
laterally decentered (-0.10±0.05 mm in the horizontal direction and -
0.34±0.10 mm in the vertical direction) with respect to the pupil center.  

 

Figure 8.6. 3-D analysis of the orientation (with respect to the pupil plane) and 
average depth (with respect to the anterior cornea) of the left and right ICRS. The red 
arrows are normal to the plane of the ICRS, and the yellow arrows are normal to the 
pupil.   
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8.4. Discussion 
The capability of the OCT for obtaining accurate topographies from the 
anterior corneal surface has been explained in Section 8.2.2. In this 
chapter, the application of the algorithms for reconstructing accurate 
corneal elevation maps after application of optical and fan distortion 
correction (Chapter 4-5 and Section 8.2.2) as well as new dedicated 
processing algorithms for automatic segmentation and volume 
clustering has opened the possibility for automatic corneal topographies 
and quantitative characterization of keratoconic eyes before and after 
ICRS implantation. This application is particularly demanding, as 
keratoconic corneas are irregular, and the ICRS are foreign objects 
within the cornea with a different refractive index. The high-resolution 
of the OCT, together with the acquisition of 3-D corneal images (rather 
than meridional cross-section) allows reconstruction of a dense corneal 
volume. The methods of analysis of the OCT corneal images presented 
in this study have resulted in powerful tool for quantitative evaluation 
of the keratoconic cornea and its change after ICRS implantation, even 
beyond the optical zone limited by the inner diameter of the ICRS. 
While the anterior corneal topography in keratoconic patients has been 
reported extensively with different corneal topographers, primarily 
Placido videokeratoscopy, the changes in the posterior corneal changes 
are debated. It is thought that the first topographical changes in 
keratoconus are presented on the posterior corneal surface, 
corresponding to an increased posterior corneal elevation and a focal 
thinning [Maguire et al, 1989, Maeda et al, 1994 and Tomikodoro et al, 
2000], although further investigations are needed, as some of the 
commercially available devices to measure posterior corneal surface are 
either not well validated or suffer from optical distortions from the 
anterior corneal surface. Therefore, a more sensitive posterior corneal 
elevation measurement, corrected from the refractive effects of the 
(very irregular) anterior corneal surface can be critical in the diagnosis 
and monitoring of keratoconus.  
The automatic tools developed for analysis of the keratoconic cornea in 
this study provide extensive information of the geometrical features of 
the keratoconic corneas based on OCT imaging, including anterior and 
posterior corneal elevation maps, pachymetric maps, 3-D location of 
the ectatic area, corneal apex and pupil center for referencing (reported 
as a more suitable reference than the specular reflection [Li et al, 2010]. 
This information is essential in planning treatment, in particular ICRS 
implantation. Additional automatic tools have been developed to 
characterize the ICRS implant, and the geometrical corneal changes 
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following ICRS, all based on OCT imaging. In this patient, the ICRS 
produced a significant anterior corneal flattening within the optical 
zone. We also showed a steepening of the posterior corneal surface 
inside the ICRS optical zone. It is likely that the distortion produced by 
the ICRS on the posterior corneal surface, if not corrected using the 
ICRS index of refraction, may result in inaccuracy of the curvature data 
provided by other instruments, even within the optical zone. 
Furthermore, the correction of the optical distortion produced by the 
anterior corneal surface, as well as by the ICRS in the OCT images, 
allows analysis of the corneal topography even in peripheral corneal 
areas. The quantitative corneal surface maps (Figure 8.4) suggest a 
lateral stretch produced by the ICRS. The quantitative pachymetric 
maps (Figure 8.5) suggest a redistribution of corneal thickness which 
could help in delaying the progression of keratoconus. The automatic 
volume clustering and surface segmentation tools allowed a 
comprehensive description of the 3-D location of the ICRS, and 
therefore to evaluate the implantation and monitor potential 
longitudinal changes, as well as correlations between the geometrical 
and optical outcomes and the geometrical properties and location of the 
ring. 
8.5. Conclusions 
Anterior segment OCT provided with fan and optical distortion 
correction and automatic analysis tools is an excellent instrument for 
evaluating keratoconus. Furthermore, OCT quantitative imaging allows 
comprehensive 3-D quantitative analysis of the keratoconic cornea and 
the changes produced by ICRS treatment, as well as monitoring of the 
ICRS three-dimensional location. ICRS produced a flattening of the 
anterior surface, steepening of the posterior surface, meridional 
differences in the changes of radii if curvature and asphericities, a 
symmetrization of the anterior corneal and a redistribution of corneal 
thickness.  
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Chapter 9 

In vivo human crystalline lens topography 
This chapter is based on the articles by Ortiz, S. et al “In vivo human 
crystalline lens topography” published in Biomedical Optics Express 
Vol. 3, Issue 10, pp. 2471-2488 (2012). The coauthors of the study are: 
Pablo Pérez-Merino, Enrique Gambra, Alberto de Castro, and Susana 
Marcos. The work was developed at Instituto de Óptica “Daza de 
Valdés”. The contribution of the author of this thesis was to 
characterize three-dimensionally (3-D) the human crystalline lens in 
vivo using a custom developed OCT, which was provided with custom 
algorithms for denoising and segmentation of the images, as well as for 
fan (scanning) and optical (refraction) distortion correction, to provide 
fully quantitative images of the anterior and posterior crystalline lens 
surfaces. Quantitative surfaces are compared to those not correcting for 
distortion Lens surfaces were fitted by biconicoids and Zernike 
polynomials: difference, topographic and thickness maps and in terms 
of geometrical aspects (Radii and asphericities). The repetitivity of the 
measurement is also shown. 
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9.1. Introduction  
The optical quality of the human eye is mainly determined by the 
geometrical and optical properties of two elements, cornea and 
crystalline lens. The cornea accounts for two-thirds of the optical 
refractive power, while the crystalline lens provides approximately one 
third of the total static refractive power of the eye, and it is the 
responsible for accommodation [Helmholtz, 1855, Gulstrand, 1924, 
Kiely et al, 1982, Smith et al, 1991, Schwiegerling et al, 1995, Glasser 
et al, 1998, Garner et al, 1997a and 1997b and Dubbelman et al, 2002]. 
Accurate description of the geometry of the eye´s optical components is 
critical for understanding their contribution to optical quality. Though 
the geometrical properties of the cornea have been widely studied due 
to its accessibility [Kiely et al, 1982, Schwiegerling et al, 1995 and 
Dubbelman et al, 2002], accurate quantitative data of the crystalline 
lens geometry are limited to in vitro studies [Glasser et al, 1999, Manns 
et al, 2004 and Rosen et al, 2006], while in vivo data is referred in most 
cases to axial properties (i.e. thickness) and central areas (i.e. central 
radius of curvature) [Sakamoto et al, 1992, Cook et al, 1998, 
Dubbelman 2001a, 2001b and 2005, Goss et al, 1997, Rosales et al, 
2006].  

The shape, location and phakometry of the crystalline lens have been 
reported in vivo and in vitro using different imaging techniques. Radii 
of curvature, tilt and decentration of the lens have been measured using 
a Purkinje-imaging based method [Rosales et al, 2006a, 2006b and 
2008]. However, although Purkinje-based phakometry is a rapid, 
systematic, and reliable, it does not provide the full geometry of the 
crystalline lens surfaces, nor a direct view of the lens. In contrast, 
Scheimpflug imaging allows acquisition of cross-sectional images of 
the crystalline lens, and with proper correction of the geometrical and 
optical distortion, radius of curvature and asphericity of the lens 
surfaces can be obtained [Dubbelman 2001a, 2001b and 2005, Koretz  
et al, 2004, and Rosales et al 2009]. The slit-lamp based geometrical 
configuration of Scheimpflug imaging-based systems (where the front 
view of the pupil appears superimposed to the cross-sectional image) 
frequently limits the view of the posterior lens. Besides, commercial 
instruments, although providing images of the lens, are typically not 
corrected from optical distortion, preventing quantitative evaluation of 
lens parameters. To our knowledge, custom correction algorithms have 
been only provided for few Scheimpflug instruments in a laboratory 
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setting, and the reported crystalline lens parameters restricted to a 
single cross-section of the lens. [Dubbelman 2001a, and Rosales et al 
2009]. In addition to optical techniques, the anterior chamber of the eye 
can be imaged through non-optical imaging techniques such as 
ultrasound [Goss et al, 1997, and Vilpuru et al, 2003] and Magnetic 
Resonance Imaging (MRI) [Jones et al, 2005, Hermans et al, 2009 and 
Kasthurirangan et al, 2011]. These non-optical techniques allow 
visualization of the entire crystalline lens and its neighboring ocular 
structures. However, these are either invasive or time-consuming 
imaging methods, with significantly lower resolution than optical 
techniques, which impose major problems (low acquisition speed, 
motion artifacts or low sampling density) which prevent quantifying the 
crystalline lens geometry with high accuracy.  

To our knowledge, the 3-D structure of the crystalline lens has not been 
investigated quantitatively with any method, likely as a result of the 
associated problems of the imaging techniques used to image the 
crystalline lens. Several geometrical crystalline lens parameters 
surfaces have been reported previously with OCT, such as lens 
thickness and anterior and posterior lens radius of curvature in the 
horizontal meridian [Dunne et al, 2007, Yadav et al, 2010 and Shen et 
al, 2010]. In addition, OCT has been used recently to quantify the 
crystalline lens shape in 2-D in human and primate lenses in vitro 
[Uhlhorn et al, 2008, Kim et al, 2011, Maceo et al, 2011], and to 
estimate the Gradient Index (GRIN) distribution (from the optical 
distortion produced by GRIN on the posterior lens surface) in the 
porcine lens in 3-D  and the human lens in 2-D [de Castro 2010, 2011a  
and 2011b, Borja et al, 2010 and Siedlecki  et al, 2012]. 

Imaging the crystalline lens with sOCT poses some challenges: (1) The 
axial imaging range is limited by the resolution of the spectrometer, 
and this can be insufficient to image the entire anterior segment (from 
the anterior cornea to the posterior lens) in a single acquisition 
[Grulkowski et al, 2009]. (2) Motion artifacts can limit the repeatability 
of the measurements, making it necessary to reduce acquisition time 
[Ortiz et al, 2011]; (3) Fan (arising from the scanning architecture) and 
optical (refraction) distortions, if left uncorrected, prevent quantitative 
analysis of the crystalline  lens images [Ortiz et al, 2009b 2010, and 
2011, Zhao et al, 2010 and Karnowski et al, 2011 ].  

In this chapter we measured and quantified the crystalline lens surface 
in 3-D. Further developments of the methods that we previously 
developed and applied to achieve quantitative corneal topography 
[Ortiz et al, 2009b 2010, and 2011] were applied to the quantification 
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of the crystalline lens, overcoming limitations (2) and (3). Newly 
developed methods for registration and merging of sOCT images at 
different focus allowed full anterior segment imaging, overcoming 
limitation (1). 
Accurate measurement of the lens geometry is crucial in the 
understanding of crystalline lens optical properties, and of the physical 
changes of the lens in accommodation and presbyopia, as well as in the 
design and evaluation of accommodation-restoration solutions for 
presbyopia, and to increase the predictability of intraocular lens 
implantation procedures.   
In this study, we present the capability of sOCT imaging to provide 3D 
quantitative parameters of the anterior and posterior lens surfaces (radii 
and asphericity) and lens thickness. To our knowledge, this is the first 
report of 3-D topographic maps of the anterior and posterior lens 
surfaces of the eye in vivo.  

9.2. Material and Methods 
9.2.1. Validation experiments on samples in vitro 
The accuracy of the method to retrieve the shape of the lens was tested 
on a physical water cell model eye and on a donor lens.  

The physical model eye has been described in previous studies where it 
was used to assess the accuracy of measurements of lens tilt and 
decentration from Scheimpflug and Purkinje imaging [de Castro et al, 
2011] and of topographic measurements with a Time Domain OCT 
system [Ortiz et al, 2010]. The water cell model consists of a PMMA 
cornea and a spherical biconvex intraocular lens with known spherical 
radii, as measured by a non-contact profilometer (PLu, Sensofar, 
Barcelona Spain), filled with saline solution. The index of refraction of 
the materials (1.486 for the artificial cornea and lens and 1.336 for the 
saline solution) were provided by the manufacturers. Measurements on 
the physical model eye were obtained with the SLD power exposure 
fixed at 800 "W. Each set of 3-D measurements was acquired in 0.72 
seconds, similar to acquisition time used in in vivo eyes, with two 
acquisitions at two different planes of focus.  Measurements were 
collected on a 10 " 15 mm zone, using 50 B-Scans composed by a 
collection of 360 A-Scans, providing a resolution of 0.04 mm for 
horizontal and 0.2 mm for vertical meridian.  

Experiments were also performed on one crystalline lens from a 65-
year donor eye, within 24 hours post-mortem (Eye Bank Transplant 
Services Foundation, Barcelona, Spain). Protocols for human tissue 
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handling followed the guidelines of the Declaration of Helsinki, and 
had been approved by the Institutional Review Boards. Crystalline lens 
was extracted immediately before measurements and immersed in 
preservation medium (DMEM/F-12, D8437, Sigma, St. Louis, MO) at 
25º C. The imaging procedure of the crystalline lens in vitro was 
similar to that described by de Castro et al. [40]. Images were acquired 
with the lens in two orientations, first with the anterior surface facing 
the OCT beam, “anterior up”, and then with the posterior surface facing 
the OCT beam (“posterior up”), after carefully flipping the lens. A 
homogeneous lens index of refraction of 1.413 was assumed in the 
calculations. -)./0 '#"1+%0 2340 collection consisted of 70 B-scans with 
1668 A-scans, with a lateral range of 12x12 mm, providing a resolution 
of 170x7 "m. The acquisition time of a full 3-D image was 4.5 s. 

9.2.2. Experimental protocols for anterior segment image acquisition in 
vivo 
Images were collected on the right eye of 3 young subjects (ages 28-
33). The subjects were considered healthy in a clinical 
ophthalmological examination. Refractions ranged between 0 to -4.75 
D sphere and 0 to 1 D of cylinder. All protocols had been approved by 
Institutional Review Boards, and the subjects signed informed consents 
after the nature of the study had been explained, in accordance to the 
tenets of the declaration of Helsinki. Measurements were performed 
under mydriasis (by Tropicamide 1%). The subjects were stabilized 
using a bite bar. Alignment of the subject was achieved with respect to 
the anterior corneal specular reflection, while the subject fixated on a 
reference a maltese cross target projected on a minidisplay at optical 
infinity.  

A total of 15 sets of 3-D data were collected in each eye: 5 repeated 
images of the cornea, 5 repeated images of the anterior part the lens, 
and 5 repeated images of the posterior part of the lens. All 3-D sets of 
data contained also the iris.  

The SLD power exposure was fixed at 800 "W. Each set of 3-D 
measurements was acquired in 0.72 seconds in order to minimize the 
impact of motion artifacts, as it was explained in Section 7.2.4. Focus 
was changed by an automatic displacement to achieve the different 
anterior segment structures. Images of each axial region were collected 
in 0.72 s. Measurements were collected on a 10 " 15 mm zone, using 
50 B-Scans composed by a collection of 360 A-Scans, providing a 
resolution of 0.04 mm for horizontal and 0.2 mm for vertical meridian.  
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9.2.3. 3-D Image analysis: denoising, segmentation, merging, 
distortion correction and surface fitting. 
In previous works corneal topographical maps from normal and 
pathological subjects were obtained using sOCT and dedicated 
algorithms for volumetric data extraction explained in Chapter 6. The 
image processing algorithm can be summarized in nine steps. Only 
dedicated new routines are described in detail: 

(1) Denoising: It was applied as it is described in Section 6.2: The 
rotational kernel transform was performed using a mask of size 9 
pixels. In addition, the wavelet low-pass filtering processing based on 
log-Gabor wavelet was used for 7 scales and 6 orientations.  

 (2) Statistical thresholding: The adaptative algorithm explained in 
section 6.3 has been applied using the multimodal Gaussian fitting of 
the histogram intensity.  
 (3) Volume Clustering: The statistics of the noise and signal are 
overlapped. As a result, small randomly distributed volumes are mixed 
with the large volumes representing the objects of interest in 3-D 
(cornea, iris, lens surfaces, etc…). Applying the clustering algorithm of 
section 6.4 the number of pixels belonging to certain a volume is 
obtained by means of the connectivity of points. The volumes of 
interest are obtained by thresholding the number of elements according 
to the expected total number. Figure 9.1(a) shows examples of the 
volumes clustered in each of the 3-D data set collected at different 
depths: (a) cornea and iris, (b) anterior lens and iris, (c) posterior lens 
and iris. 
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Figure 9.1. Illustration of the three acquisitions of one of the repeated data collection 
in subject S#1. (a) cornea volume and iris; (b) anterior lens and iris; (c) posterior lens 
and iris.   

(4) Multilayer segmentation: The Canny detection algorithm explained 
at section 6.5 has been applied with a Gaussian kernel of 5 pixels and 
thresholding level of 0.25 times the standard deviation plus the average 
value. 
(5) Pupil center reference. The pupil center was used as a reference 
across measurements (i.e. cornea, anterior and posterior lens) and to 
define the optical zone (effective area within the pupil). According to 
previous studies [Yang et al, 2002], the pupil center shifts little across 
pupil sizes and light conditions. In a previous work (Chapter 8) we 
estimated the pupil center and optical zone by fitting the outer edge of 
pupil in 2-D en face images (computed by adding all images of a 3-D 
data set) to an ellipse. However, the current application requires 3-D 
position of the pupil center (including the axial coordinate), and 
estimation of the pupil plane in 3-D, as this information is used for 
registration and merging of the corneal and lens images. In this study, 
the lateral pupil coordinates were obtained as in the previous study 
(Chapter 8), while the axial coordinate was obtained by non linear 
least-square fitting of the iris plane in 3-D (and evaluation of the plane 
at the estimated pupil lateral coordinates). In addition, the characteristic 
vector of the iris plane was obtained, which provided the tilt angle of 
this plane with respect to the OCT coordinate system. 
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(6) Merging 3-D volumes: The procedure for merging the 3-D volumes 
was explained in Section 6.7. Figure 9.2 illustrates the process to obtain 
the full anterior segment 3-D image merging from the three volumetric 
acquisitions. A full overlapping of the iris from the 3 sets of images can 
be observed. 

 
Figure 9.2. Illustration of the merging of three volumetric acquisitions to obtain a 3-
D full anterior segment image.  

(7) Geometrical distances calculation and further denoising: Once the 
surfaces have been extracted as the pupil centering requires shifting and 
rotation, surfaces must be resampled in order to retrieve the geometrical 
distances. The procedure it is full explained in Section 6.9, the selected 
refractive index of the anterior segment of the eye were: 1.376 for the 
cornea, 1.336 for the aqueous humor, while the crystalline lens 
refractive index was obtained from the age-dependent average 
refractive index expression derived by Uhlhorn et al. [Uhlhorn et al, 
2008] (1.4176-1.4186 for the subjects of our study). The sampled 
anterior segment elevation data from anterior and posterior surfaces of 
the cornea and the lens were denoised using the fitting Zernike modal 
expansion explained  

(8) Distortion corrections: In order to correct the interface layers for the 
effect of distortion in general (fan distortion and refraction), it is 
required to propagate the geometrical distances obtained from the 
previous point along the directional cosines of the ray, taking into 
account the refraction that occurs at each interface between two media 
of different refractive indices as it is explained in chapter 4. A 
procedure similarly to that described in the previous chapter 8 and 
practically applied to the cornea was followed, expanding it 
sequentially from the cornea to the posterior surface of the crystalline 
lens. Correction of the fan and optical distortions produces large 
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geometrical changes in the anterior optical surfaces, which are 
particularly qualitatively observable in the diameter of the visible areas 
of the anterior, and to a larger extent, the posterior lens. Figure 9.3 
shows the difference in the segmented surfaces fully corrected from 
optical distortion correction (in green), and the segmented surfaces 
corrected from fan distortion but not from refraction effect (dividing 
only by its refractive index, in red).  

 
Figure 9.3 Illustration of the effect of optical (refraction) correction (in green) in 
comparison with the correction of the surfaces by simple division by their 
corresponding refractive indices in an anterior segment image (in red).  From left to 
right: segmented anterior and posterior corneal surfaces, and anterior and posterior 
lens surfaces. 

 (9) Surface fitting by quadrics (biconicoid, conicoid), and topographic 
maps as it is explained in Section 6.10 allows estimating the 
geometrical aspects of lens for conicoid and biconicoid fitting and 
topographic, difference and thickness maps. 

9.3. Results  
9.3.1. In vitro samples 
The images obtained from the physical model eye were processed using 
the developed image analysis and distortion correction algorithms. 
Table 9.1 shows the nominal radii of curvature of the cornea and lens 
surfaces in the model eye, along with the values before and after 
application of optical distortion correction algorithms. Fan distortion 
correction was applied in all cases. Discrepancies in the retrieved radii 
of curvature were 7.5% for the posterior cornea, 9.7% for the anterior 
lens and as high as 23.5% for the posterior lens. The accuracy in the 
radius of curvature retrieval increased dramatically after optical 
distortion correction, with discrepancies of 0.3% for the anterior 
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cornea, 2.0% for the posterior cornea, 1.4% for the anterior lens, and 
2.8% for the posterior lens.  

Table 9.1. Surface radii of curvature from sphere fittings in the model eye: nominal values, values 
estimated from OCT measurements before and after correction of optical distortion. 

 Cornea Lens 

 
Nominal 

(mm) 

OCT 
Uncorrected 

(mm) 

OCT 
Corrected 

(mm) 

Nominal 

(mm) 

OCT 

Uncorrected 

(mm) 

OCT 
Corrected 

(mm) 

       

Anterior 7.80 7.77 7.77 17.29 18.96 17.05 

Posterior 6.48 6.96 6.35 11.04 13.64 10.74 

       

 

 
Fig 9.4. Quantitative elevation maps of the posterior lens surface for the in vitro 65-
year donor lens. Left panel: Measurements with the posterior surface of the lens 
facing the OCT beam (“posterior up”);  Middle panel: Measurement of the posterior 
surface of the lens viewed through the anterior surface of the lens, and no optical 
distortion correction (simple division by the index of refraction); Left panel: 
Measurement of the posterior surface of the lens viewed through the anterior surface 
of the lens, after application of optical distortion correction  Maps are Zernike fits to 
the elevation maps, relative to the best fitting sphere. R = radii of curvature of the 
best fitting sphere (from fits to sphere quadrics). 

The images obtained from the donor lens in vitro were processed using 
the developed image analysis and distortion correction algorithms. 
Figure 9.4 shows the elevation maps obtained of the posterior surface 
of a donor lens in vitro (direct view of the posterior lens, view of 
posterior lens distorted by the anterior lens, and posterior lens corrected 
from optical distortion by the anterior lens). Optical distortion 
correction decreases the error in the retrieved posterior lens radius of 
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curvature from 8.23% to 0.9%. Correction also decreased the 
discrepancies in the RMS surface elevation map (referred to the best 
fitted sphere) from 48.3% (no optical distortion correction) to 4.5% 
(after optical distortion).  
9.3.2. Cornea shape parameters  
Corneal surface quantification is necessary to provide accurate optical 
distortion correction of the lens surfaces. Table 9.2 summarizes the 
anterior and posterior corneal parameters in the 3 subjects of the study 
after full distortion corrections, obtained from conicoid and biconicoid 
fittings of corneal surfaces in a 5-mm diameter zone.  

Table 9.2. Radii of curvature and Asphericity (Q-value) of the anterior and posterior cornea from 
biconicoid and conicoid fittings  

 Radius of curvature 

 Anterior Cornea Posterior Cornea 

 Biconicoid Conicoid Biconicoid Conicoid 

 Rx (mm) Ry (mm) R (mm) Rx (mm) Ry (mm) R (mm) 

S#1 7.40±0.07 7.53±0.03 7.47±0.05 6.76±0.13 6.59±0.07 6.69±0.10 

S#2 7.95±0.06 7.82±0.10 7.87±0.11 6.96±0.07 6.95±0.11 6.96±0.08 

S#3 7.47±0.05 7.42±0.14 7.43±0.09 6.93±0.06 6.70±0.13 6.72±0.11 

 Asphericity (Q-Value) 

 Qx Qy Q Qx Qy Q 

S#1 0.10±0.01 -0.19±0.05 0.01±0.04 -0.03±0.05 0.06±0.08 -0.01±0.09 

S#2 0.20±0.05 -0.18±0.08 0.10±0.03 0.03±0.05 0.01±0.11 0.04±0.03 

S#3 0.11±0.06 -0.02±0.09 -0.01±0.07 -0.08±0.04 0.01±0.03 0.01±0.08 

       

9.3.3. Effects of optical distortion on crystalline lens shape 
To quantify the effect of optical distortion from preceding surfaces on 
the crystalline lens shape, we evaluated difference maps, obtained as 
the subtraction of the elevation map estimated after full optical 
correction from the map obtained after fan distortion correction and a 
simple division of the optical distances by the refractive indices, both 
for the anterior and posterior lens surface. Not correcting for optical 
distortion produced discrepancies ranging from 0 µm (in the center of 
the lens) up to 50 µm in the periphery of the anterior lens surface, and 
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up to 200 µm in the periphery of the posterior lens. The difference 
maps (Figure 9.5) reveal the progressive overestimation of the lens 
curvatures in the non-corrected maps. Although dominated by the 
differences in curvature, slight irregularities in the difference maps 
indicate the effect of optical distortion in astigmatism and other higher 
order terms.  

 
Figure 9.5. Difference lens anterior (top) and posterior (bottom) elevation maps after 
optical distortion correction relative to elevation maps obtained by simple division of 
the optical distances by their corresponding refractive indices. 

9.3.4. Crystalline lens shape  
Lens surfaces (with and without optical distortion corrections) were 
obtained, and fitted to conicoids and biconicoids, within 5-mm 
diameter zones. Table 9.3 and 9.4 show the fitted radii of curvature and 
asphericities. Data represent averages (and standard deviations) of 3 
repeated measurements on each eye. Not correcting for optical 
distortion produced a systematic overestimation of the lens radii of 
curvature (Table 9.3), between 20.46 and 22.77% for the horizontal 
meridian, and  between 20.96 and 32.81% for the vertical meridian (in 
the anterior lens), and between 63.40 and 72.70% for the horizontal 
meridian, and between 68.14 and 80.27% for the vertical meridian (in 
the posterior lens). For a conic fitting, radii for overestimated between 
20.20 and 23.56% in the anterior lens, and between 69.28 and 78.72% 
in the posterior lens. 
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Table 9.3. Radii of curvature from biconicoid and conicoid fittings of the uncorrected and optical distortion 
corrected crystalline lens surfaces 

  Anterior Lens Posterior Lens 

  Biconicoid Conicoid Biconicoid Conicoid 

  Rx (mm) Ry (mm) R (mm) Rx (mm) Ry (mm) R (mm) 

Uncorrected 17.36±0.11 13.95±0.21 15.42±0.19 11.64±0.01 13.51±0.22 12.48±0.11 
S#1 

Corrected 14.14±0.13 11.24±0.30 12.48±0.20 6.74±0.11 7.54±0.20 7.25±0.25 

Uncorrected 13.83±0.07 13.64±0.24 13.74±0.09 10.06±0.26 10.66±0.29 10.36±0.20 
S#2 

Corrected 11.47±0.09 10.27±0.29 11.43±0.04 6.10±0.12 6.34±0.04 6.12±0.15 

Uncorrected 15.60±0.04 13.79±0.38 14.64±0.21 11.52±0.12 13.43±0.23 12.85±0.04 
S#3 

Corrected 12.95±0.12 11.40±0.19 12.18±0.06 7.04±0.12 7.45±0.16 7.19±0.03 

Table 9.4. Asphericity (Q-value) from biconicoid and conicoid fittings of the uncorrected and optical 
distortion corrected crystalline lens surfaces  

  Anterior Lens Posterior Lens 

  Biconicoid Conicoid Biconicoid Conicoid 

  Qx (mm) Qy (mm) Q (mm) Qx (mm) Qy (mm) Q (mm) 

Uncorrected -0.40±0.34 -0.33±0.12 -6.02±0.03 -0.09±0.06 -0.49±0.11 -0.67±0.25 
S#1 

Corrected -0.41±0.15 -0.36±0.20 -2.57±0.31 -1.87±0.93 -1.96±0.76 -1.64±0.33 

Uncorrected -0.33±0.37 -0.42±0.32 -0.29±0.07 -0.45±0.33 -0.24±0.20 -0.66±0.16 

S#2 Corrected -0.40±0.16 -0.26±0.29 -0.43±0.21 -0.06±0.02 -0.09±0.07 -0.01±0.00 

Uncorrected -0.35±0.41 -0.23±0.20 -1.21±0.43 -0.40±0.10 -0.25±0.23 -0.84±0.22 
S#3 

Corrected -0.19±0.23 -0.25±0.32 -0.93±0.40 -0.46±0.22 -0.07±0.08 -0.59±0.07 

Lens asphericities (Table 9.4) were negative in all eyes, although values 
differed significantly across subjects. While optical distortion 
correction modified the asphericity parameter, there was not a 
consistent trend toward overestimation or understimation without 
correction.  
9.3.3. Crystalline lens topography  
Lens surfaces were fitted by Zernike polynomial expansions (up to the 
10th order) within a 5-mm optical zone. Figure 9.6 shows representative 
second and third order Zernike terms (astigmatism, coma and trefoil).  
Data are averages of 3 repeated measurements on each eye, and the 
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error bars represent the standard deviation. Only fits corresponding to 
fully distortion corrected surfaces are shown. The most relevant term is 
astigmatism at 0 and 90 deg ( ). Not correcting optical distortion 
produced an underestimation of the magnitude of astigmatism by 33% 
on average. Interestingly, all eyes showed vertical astigmatism in the 
anterior lens (negative , i.e. steepest vertical meridian), but a 
horizontal astigmatism in the posterior lens (positive , i.e. steepest 
vertical meridian.  

 
Fig 9.6.  Representative second and third order Zernike terms from the Zernike fit to 
full distortion corrected (a) anterior lens surface, and (b) posterior lens surface. Data 
are average values of 3 repeated measurements on S#1 (red squares), S#2 (green 
triangles), and S#3 (blue diamonds). Error bars are not represented since the error is 
smaller than the marker. 

Figure 9.7 shows topographic maps of the anterior and posterior lens 
surface in the 3 subjects of the study, within a 5-mm diameter zone. 
The topographic maps represent 10th order Zernike fits of the elevation 
maps relative to the best fitting sphere. The numbers below each map 
indicate the radii of curvature of best fitting sphere. 
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Figure 9.7. Quantitative anterior (top) and posterior (bottom) crystalline lens 
topography maps in 3 eyes, after full distortion correction. Maps are Zernike fits to 
the elevation maps, relative to the best fitting sphere. R = radii of curvature of the 
best fitting sphere (from fits to sphere quadrics). 

Figure 9.8 shows an illustration of the repeatability of the lens 
topography maps in Subject #3, for both the anterior and posterior lens 
surfaces (5-mm optical zone). The numbers below each map represent 
the radii of curvature of best fitting sphere in mm. The average anterior 
lens radius of curvature was 12.02±0.21 mm (1.7% of variability). The 
average posterior lens radius of curvature was 7.37±0.09 mm, (1.2% 
variability). The average RMS lens topography (relative to the best 
fitting sphere) was 2.08±0.09 mm for the anterior lens (4% variability) 
and 9.92±0.83 mm for the posterior lens (8% variability). 
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Figure 9.8. Three repeated anterior and posterior lens surface topography maps in 
subject #3. R = radii of curvature of the best fitting sphere (from fits to sphere 
quadrics). 

9.3.3. Crystalline lens thickness 
Figure 9.9 shows thickness maps estimated using uncorrected surfaces 
(obtained by simple divisions the optical distances by the average lens 
refractive index, and fan distortion corrections) and fully corrected 
surfaces (within a 5-mm diameter zone, centered at the pupil center).  
Central thickness was 3.18±0.02mm for S#1, 3.36±0.02mm for S#2 and 
3.06±0.04mm for S#3, and did not change with optical distortion 
correction of the surfaces. However, not correcting for optical 
distortion overestimated thickness by more than 15% on average in 
peripheral areas (2.5 mm from the center) 
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Figure 9.9 Crystalline lens thickness maps obtained as direct subtraction from 
anterior to the posterior elevation maps, for uncorrected surfaces (top) and for fully 
corrected surfaces (bottom). Data are for 5-mm optical zone. 

4. Discussion 
We have presented a new methodology for obtaining accurate shape 
and 3-D topographies of the crystalline lens surfaces. To our 
knowledge, this is the first time that OCT has been applied to obtain 
quantitative 3-D geometry of the crystalline lens in vivo. The method 
has been tested using a model eye and a human donor lens in vitro, 
showing a good correspondence between nominal data of the model eye 
and the retrieved data after correction, and the posterior lens surface 
(obtained with the posterior lens surface facing the OCT beam) and the 
reconstructed posterior lens surface in the donor lens. The presented 
method builds on previous methods developed to obtain quantitative 
corneal elevation from OCT images Chapters 7 and 8, including fan 
and optical distortion correction (Chapters 3-5, 7 and 8), and image 
processing tools, which along with newly developed routines for 
volume clustering (of cornea, iris, and lens), and 3-D merging and 
registration, allowed quantitative lens surface segmentation, correction 
and topography. The lens surfaces were fitted by conics and biconics, 
as well as Zernike polynomial descriptions, which allowed estimates of 
the anterior and posterior lens radii of curvature, asphericity, 
astigmatism and high order irregularities.      

Correction of optical distortion proved particularly relevant in the 
crystalline lens imaging, giving the accumulated refraction changes by 
multiple preceding surfaces, and the ray convergence. In keeping with 
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theoretical predictions introduced in Chapter 5, correcting optical 
distortion improved accuracy in the estimates of the lens radii of 
curvature by 25% and 65% in the anterior and posterior lens 
respectively.  
Most previous phakometric techniques were limited to the estimates of 
radii of curvature either from indirect measurements of light reflections 
from the lens surfaces (Purkinje imaging) or anterior segment imaging 
(such as Scheimpflug imaging). Our lens radii of curvature estimates 
(11.90±1.34 mm for the anterior lens and 6.86±0.63 mm for the 
posterior lens) fall within the ranges reported in the literature. Classical 
eye model [Helmholtz, 1855] used 10 mm for the anterior lens and 6 
mm for the posterior lens, whereas more recent models [Liou et al, 
1997] use 12.4 and 8.1 mm respectively. Dubbleman et al. [Dubbelman 
et al, 2001a] reported an age dependent expression for the anterior and 
posterior lens radius of human lenses in vivo based on corrected 
Scheimpflug measurements, which applied to the average data of our 
three subject would predict 11.02-11.3 mm and 5.8-5.86 mm for the 
anterior and posterior lens radius respectively. Rosales et al. [Rosales et 
al, 2006a] in a comparative study of the radii of curvatured estimated 
from Purkinje and Scheimpflug imaging on the same group of young 
subjects reported 10.8 mm and 11.1 mm from each technique, and 6.7 
mm and 6.1 mm from each technique, for anterior and posterior lens 
radius of curvature respectively. Differences with respect to the OCT-
based estimates may arise from the assumption of spherical surfaces in 
the Purkinje method [Rosales et al, 2006a], or the fit within a 3-mm 
optical zone in the Scheimpflug method [Dubbelman et al, 2001a], 
while we use a conic/biconic fitting within a 5-mm zone, where the 
reported radii of curvature correspond to the apical zone. Nevertheless, 
the reported intersubject variability (within the same age range than our 
three subjects) is huge: 9-14 mm for the anterior and 4.7 -7 mm for the 
posterior lens radii in Dubbleman et al. [Dubbelman et al, 2001a]; 8.1-
13.8 mm for the anterior and 5.1-7.15 mm for the posterior lens radii in 
Rosales et al. [Rosales et al, 2006a] in another study using Scheimpflug 
imaging, and 7.9-14.3 mm for the anterior lens radii and 5.2-8.65 mm 
for the posterior lens radii in Rosales et al. [Rosales et al, 2006b] using 
Purkinje imaging. The data reported in this study appear less variable 
across subjects, and well within the reported ranges.  

To our knowledge, only Dubbleman et al. [Dubbelman et al, 2001a] 
reported lens asphericity measured in vivo from Scheimpflug imaging, 
also providing age-related expressions. The predicted asphericity from 
that study on the age range of our studies (-4.56 and -3.04 for the 
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anterior and posterior lens surfaces) is significantly more negative than 
that obtained in the current OCT-based study (-1.31±1.12 and -
0.75±0.83 for the anterior and posterior lens surfaces). However, the 
intersubject variability found by Dubbleman et al. [Dubbelman et al, 
2001a] was huge (-20 to 7 for the anterior lens and -13 to 2 in the 
posterior lens). It is likely that the specific fitting method used by 
Dubbleman (two-stage fitting to a spherical surface followed by a 
fitting of the residuals to conic), the use of 2-D data sets, and the 
reported interactions of radius of curvature and asphericities in conic 
fitting [Pérez-Escudero et al, 2010] play some role in the differences. 
The 3-D acquisition and reconstruction of the lens surfaces with OCT 
allowed us to obtain 3-D lens geometry in vivo, for, to our knowledge 
the first time in the literature. We had previously measured the 3-D 
geometry of crystalline lenses in vitro in the porcine [de Castro et al, 
2010] and human [Birkenfeld et al, 2011] lens. The correction of 
optical distortions from the cornea allowed reconstructions of lens 
surface topographies, very much like the conventional surface 
topography of the cornea, widespread in the clinical practice. As our 
previous OCT-based corneal topographies, topographic measurements 
are based on a collection of regular B-scans, rather than meridians 
[Zhao et al, 2010 and Karnowski et al, 2011]. 

Unlike previous cross-sectional measurements of lens geometry which 
were limited to one meridian, 3-D measurements allow to investigate 
lens surface astigmatism. Very interestingly, our three subjects show 
perpendicular orientation in the astigmatism of the anterior versus the 
posterior lens surface. To date, astigmatism of the crystalline lens in 
vivo is usually assessed by subtracting corneal from total aberrations 
[Artal et al, 2002, Barbero et al, 2002 and Kelly et al, 2004]. 
Compensation of the corneal astigmatism by internal astigmatism has 
been postulated [Kelly et al, 2004], as well as changes of this balance 
with age [Artal et al, 2002]. Measurements of the crystalline lens 
topography in vivo will offer the possibility of investigating the sources 
of this compensation and potential age-related changes. In a previous 
study we investigated lens surface contribution to lens astigmatism in a 
porcine lens in vitro, and found that the lens gradient index of 
refraction (GRIN) may also play a compensatory role [de Castro et al, 
2010]. Undergoing research in our laboratory explores the role of 
GRIN in astigmatism and spherical aberration both in porcine and 
human lenses in vitro. 

Our OCT-based crystalline lens topographies show minimal amounts of 
trefoil, coma or other high order aberrations. It is likely that the coma 
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measured by direct subtraction of total minus corneal aberrations arises 
from the misaligment of the ocular components, including the off-axis 
position of the fovea [Marcos et al, 2008, Berrio et al, 2010]. 
Measurements of optical aberrations in isolated lenses using lateral 
images of the ray tracing in primate lenses [Roorda et al, 2004], or by 
diffraction point interferometry [Acosta et al, 2010] indicate presence 
of trefoil and other high order aberrations. The fact that the lens surface 
topographies are relative smooth suggests a contribution of the internal 
lens structure (likely line sutures) to the reported lens optical 
irregularities. 
We provided the first report of lens surface shapes from OCT upon 
correction of optical (refraction) distortion, although (as previous 
reports based on Purkinje or Scheimpflug) we did not considered a 
GRIN in the lens.  
Borja et al. [Borja et al, 2010], stated the optimal refractive index for 
the correction of OCT images, was closer to the average refractive 
index [Uhlhorn et al, 2008] than to the equivalent refractive index. In 
previous studies [Borja et al, 2010, and Siedlecki et al, 2012] we 
analyzed the potential effect of GRIN in the visualization and 
quantification of the posterior lens surface, and developed a tool for 
thru-GRIN optical distortion correction of OCT images, which we 
applied in vitro. We concluded that using a homogeneous index of 
refraction as opposed to actual lens GRIN profile did not produce 
significant discrepancies on the estimated radius of curvature, although 
it could over estimate the posterior lens asphericity in a 6 mm pupil 
diameter [Borja et al, 2010]. However, the results using a 4mm pupil 
diameter [Siedlecki et al, 2012] showed an improvement only in the 
RMS or peak to value differences. Estimates of the posterior lens 
surface topography and lens thickness in vivo could therefore benefit 
slightly by increasing knowledge (and potential retrieval in vivo) of the 
lens GRIN. 

9.5. Conclusions 

Anterior segment OCT provided with full distortion correction and 
automatic analysis tools allowed quantification of the human crystalline 
lens in vivo in 3-D. Correction of optical distortion is critical as simple 
division of the OCT optical distances by the refractive index produces 
an overestimation of the crystalline lens anterior and posterior radii of 
curvature by 25% and 65% respectively. The retrieved lens radii of 
curvature from OCT agree with phakometric data previously reported 
using Scheimpflug and Purkinke image along one meridian. We found 
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slight negative lens surface asphericities, crossed astigmatism in the 
anterior and posterior lens surface, and negligible high order 
irregularities in the lens surfaces. OCT-based lens topography is a 
promising tool to investigate the lens optical properties, the 
contribution of the lens to the overall retinal image quality, and 
understanding the change of the physical properties of the lens with 
accommodation and aging.  
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Chapter 10 

Anterior segment biometry: an application 
in cataract surgery 

This chapter is based on the articles by Ortiz, S. et al “Full OCT 
anterior segment biometry: an application in cataract surgery” 
submitted to Biomedical Optics Express. The coauthors of the 
study are: Pablo Pérez-Merino, Sonia Durán, Miriam Velasco-
Ocana, Judith Birkenfeld, Alberto de Castro, Ignacio Jiménez-
Alfaro, and Susana Marcos. The work was developed at 
Instituto de Óptica “Daza de Valdés”. The contribution of the 
author of this thesis was to develop the methodology for 
evaluating three-dimensional (3-D) anterior segment biometry 
before and after cataract surgery. The method was tested on an 
in vitro artificial eye with known surfaces geometry at different 
orientations and demonstrated on an aging cataract patient in 
vivo.  
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10.1 Introduction  
Cataract is one of the major causes of vision loss in the aging 
population, as the crystalline lens progressively loses transparency and 
opacifies. Upon replacement of the crystalline lens by an intraocular 
lens (IOL), the source of scattering is eliminated. Current cataract 
surgery also aims at correcting the refractive errors of the eye, and even 
optimizing optical quality by reducing high order aberrations. Recently, 
the customization of IOL design to the anatomical parameters of each 
patient has been proposed [Barbero et al, 2007, and Belluci et al, 2007 
]. Although cataract surgery has advanced considerably with recent 
improvements in IOLs designs, phacoemulsification (and even all-
laser) technologies, and biometry techniques, a limitation to the 
accuracy of the IOL power selection is the accuracy of pre-operative 
ocular biometry and the approximations inherent to IOL power 
calculation formulae [Norrby, 2008]. In addition, understanding of 
performance of current IOL designs, and insights for new IOL designs 
will definitely benefit from quantitative imaging of the eyes after 
cataract surgery.  

Regression IOL power calculation formulas (such as the SRK or 
SRK-II) [Olsen et al, 1990] are based on statistical retrospective 
analysis of post-operative data, although these are decreasingly used 
today. Theoretical IOL power (i.e. SRK-T) generally uses a thin lens 
approach, and different approximations for the cornea and lens, 
normally in the paraxial regime [Olsen, 2007]. These formulas require 
at least pre-operative data of axial length and corneal power, as well as 
estimates of the post-operative anterior chamber depth (ACD), known 
as Estimated Lens Position (ELP). More recently, the use of exact ray 
tracing, requiring geometrical and position data of the patient’s cornea 
and lens have been proposed [Preusner et al, 2002]. In fact, custom 
computer models of eyes implanted with IOLs (including corneal 
elevation, anterior chamber depth, IOL and ocular alignment) have 
been shown to predict with high accuracy even the high order 
aberrations of individual pseudophakic eyes [Tabernero et al, 2006, and 
Rosales et al, 2007]. Improved estimates of the Estimated Lens 
Position, and Custom Eye Models for ray tracing IOL power 
calculation, as well as for post-operative evaluation of optical 
performance, require a more complete characterization of ocular 
geometry than that normally performed clinically, and which in most 
cases is obtained from multiple instruments.   
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Improvements in cataract surgery have been paralleled by 
improvements in biometry techniques. Increasingly used Partial 
Coherence Interferometry (PCI) for measuring axial length surpasses in 
resolution A-scan ultrasonography (0.01 vs 0.1 mm) [Drexler et al, 
1998, and Haigis et al 2000]. Corneal power is typically measured 
using keratometry, Placido-based videokeratography, slit-lamp 
scanning or Scheimpflug imaging [Swartz et al, 2007]. However, the 
traditional lack of measurements of the posterior corneal surface has led 
to approximations (i.e. keratometric index)[Olsen et al, 2007], which do 
not hold in abnormal corneas [Tang et al, 2010]. In addition, non-
paraxial ray tracing approaches would require complete corneal shape 
information beyond corneal power. Additionally, it is likely that more 
accurate estimates of the post-operative ELP require more extensive 3-
D information of the anterior segment of the eye, and pre-operative 
crystalline lens. For example, it has been shown that pre-operative 
ACD correlates with post-operative ACD [Canovas et al, 2010], as well 
as with lens thickness [Olsen, 2006]. A-scan ultrasound, some low 
coherence interferometry instruments, and Scheimpflug imaging 
(provided with distortion correction algorithms [Dubbelman et al, 2001, 
and Rosales et al, 2009]) offer ACD and lens thickness data, although 
generally the information provided by commercial instruments is 
limited to the axial dimension. The alignment of the optical 
components also plays a role in determining the optical performance in 
the normal and pseudophakic eye, with impact on coma and 
astigmatism [Artal et al, 1996]. Laboratory-based Purkinje-imaging and 
Scheimpflug imaging methods have been demonstrated and used to 
measure in vivo tilt and decentration of the crystalline lens and IOLs 
[Philips et al, 1998, Rosales et al, 2006, and de Castro et al 2006]. The 
mechanical stability of the IOL and its alignment in the eye are 
important factors considered in the design of new IOLs.  

Although different imaging techniques are able to quantify 
biometrical properties of the anterior segment of the eye, currently 
there is no instrument that provides a full quantitative analysis of the 
anterior segment geometry, which can be used for planning cataract 
surgery and for complete assessment of cataract surgery performance.  

Spectral Optical Coherence Tomography (sOCT) presents several 
advantages over other techniques to evaluate ocular anterior segment 
biometry. It is non-invasive, high-speed, allowing the collection of 
three dimensional (3-D) anterior segment data in hundreds of 
milliseconds with high axial and lateral resolution [Grulkowski et al 
2009 and 2012]. Previous studies described the measurement of corneal 



 186 

[Li et al, 2010] and lens [Dunne et al, 2007, Yadav et al 2010, and Shen 
et al, 2010] geometrical properties from 3-D OCT images, as well as 
ACD [Cleary et al, 2010] and tilt in a 2-D cross-sectional OCT image 
[Kumar et al, 2010]. However, 3-D OCT quantitative geometrical 
parameters can only be retrieved accurately upon correction of the fan 
(scanning) and optical (refraction) distortion [Ortiz et al 2009, 2010a, 
2011 and 2012a, Zhao et al 2010, and Karnowski et al, 2011]. In 
addition, automatic image processing tools, which allow accurate 
segmentation and merging of the different volumes (cornea, iris and 
lens or IOL) are essential for full biometrical quantification [Ortiz et al, 
2012b].  

In this study we demonstrate OCT-based methodologies to estimate 
3-D biometrical parameters of the anterior segment of the eye, 
including interocular distances, as well as tilt and decentration of the 
lens. The technique is illustrated in an eye with cataract, before and 
after implantation of an IOL. Along with ocular biometry and 
alignment, the quantification of the surface topography of the anterior 
and posterior cornea and anterior and posterior lens previously 
demonstrated and reported [Ortiz et al, 2012 a and b], the method 
allows full quantification of the anterior segment of the eye. To our 
knowledge, this is the first report of 3-D lens alignment measurements 
with OCT, and of the full in vivo anterior segment quantification for a 
patient before and after cataract surgery. 

10.2. Methods 
10.2.1. Validation experiment on in vitro sample 
The accuracy of the method to retrieve the shape, tilt and decentration 
of the lens was tested on an in vitro physical model eye. The model eye 
has been described in prior publications, and also used to validate 
measurements of IOL tilt and decentration with Purkinje and 
Scheimpflug imaging [de Castro et al 2006, Ortiz et al 2010, Ortiz et al 
2012]. The water cell model consists of a PMMA cornea and a 
spherical biconvex IOL with known spherical radii filled with saline 
solution. The refractive index of the materials (1.486 for the artificial 
cornea and lens and 1.336 for the saline solution) were provided by the 
manufacturers. The lens is mounted on a M-RS40 (Newport 
corporation, Irvine,CA) manual rotating and x-y translational stage. 
Measurements on the physical model eye were obtained with the SLD 
power exposure fixed at 800 "W. Each set of 3-D measurements was 
acquired in 0.72 s with two acquisitions at two different planes of focus 
(artificial cornea and IOL). The IOL was tilted from -5 to 5 degrees, in 
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2.5 degrees-steps.  Measurements were collected at each orientation on 
a 7x15 mm zone, using 50 B-Scans composed by a collection of 360 A-
Scans, providing a resolution of 0.04 mm for horizontal and 0.2 mm for 
vertical meridian.  
10.2.2.Experiments on cataract surgery patient 
Images were collected on the left eye of a 73 year-old cataract patient 
before (15 days) and after (90 days) IOL implantation. The study was 
approved by Institutional Review Boards and followed the tenets of the 
Declaration of Helsinki. The subject signed a consent form and was 
aware of the nature of the study.  
Clinical ophthalmological examination and surgery were performed at 
the Fundación Jiménez-Díaz hospital. A Crystalens AO IOL (Bausch & 
Lomb Surgical, Aliso Viejo, CA) was implanted through a 2.75-mm 
corneal incision. The IOL power was calculated with the SRK-T 
formula selecting the closer value to emmetropia (+23.5 D).  

Measurements were performed under natural conditions pre-operatively 
and under mydriasis (phenylephrine 10%) post-operatively. The subject 
was stabilized using a bite bar. Alignment of the subject was achieved 
with respect to the anterior corneal specular reflection, while the 
subject fixated on a reference E-letter target projected on a minidisplay 
at optical infinity.  

A total of 15 sets of 3-D data were collected pre-operatively (3 repeated 
images for the cornea, anterior lens and posterior lens, respectively), 
and 9 sets post-operatively (3 repeated images for the cornea and IOL, 
respectively). All 3-D sets of data contained the iris volume (fixed 
reference for merging). 
The SLD power exposure was fixed at 800 "W. Focus was changed by 
an automatic displacement to achieve optimal imaging of the different 
anterior segment structures (cornea, anterior and posterior lens). In 
order to minimize the impact of motion artifacts, images of each axial 
region were collected in 0.72 s. Measurements were collected on a 
7x15 mm zone, using 50 B-Scans composed by a collection of 360 A-
Scans, providing a resolution of 0.04 mm for horizontal and 0.2 mm for 
vertical meridian.  
10.3. 3-D image analysis 
The image processing algorithm can be summarized in 10 steps. The 
first 9 steps have been described in detail in previous studies [Ortiz et al 
2009a, Ortiz et al 2009b, Ortiz et al 2010, Ortiz et al 2011, Ortiz et al 
2012a] and only the new dedicated routine for estimating anterior 
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chamber depth, and 3-D tilt and decentration of the crystalline lens and 
IOL is described in detail (step 10).  
(1) Denoising: A rotational kernel transform was performed for edge-
preserving denoising, using a mask of size 9 pixels. In addition, a 
wavelet low-pass filtering processing based on log-Gabor wavelet was 
used for 7 scales and 6 orientations. (2) Statistical thresholding: An 
adaptive algorithm based on a multimodal Gaussian fitting of the 
histogram intensity (in a non-linear least squares sense) was performed 
on the entire 3-D sets of data, which allowed the separation of a noise 
class from the signal. (3) Volume clustering: the pixels belonging to 
large volumes representing the objects of interest in 3-D (cornea, iris, 
anterior crystalline lens surface, posterior crystalline lens surface and 
IOL) are separated from small volumes through point-connectivity 
algorithm and thresholding algorithms (4) Multilayer segmentation: 
Automatic segmentation was based on Canny detection in each A-scan 
(1-D signals), following Gaussian (#=5 pixels) filtering (5) Pupil center 
reference: The pupil center was used as a fixed reference across and to 
define the optical zone (effective area within the pupil). The current 
application uses the pupil plane in 3-D for registration and merging of 
both conditions. The characteristic vector of the iris plane of every 
acquisition was obtained, which provided the tilt angle of this plane 
with respect to the OCT coordinate system. (6) 3-D volume merging: 
Images of the cornea, anterior and posterior lens were merged using the 
pupil center and pupil plane orientation for registration. In a first step 
prior to merging, the corneal images were inverted, as for efficiency in 
the focus range shift, the cornea was acquired in the opposite side of 
the Fourier transform (in comparison with the crystalline lens 
acquisition). (7) Geometrical distances calculation and further 
denoising: The registration of the 3-D volumetric data sets involved 
shift, rotation and resampling using a Delaunay surface description for 
interpolation. Optical distances were calculated by direct subtraction of 
the coordinates of the different surfaces, and geometrical distances 
were obtained by dividing the optical distance by the corresponding 
group refractive index (1.376 for the cornea, 1.336 for the aqueous 
humor, 1.403 for the crystalline lens of the subject in the study as per a 
previously published age-related expression [Uhlhorn et al, 2008], 
1.430 for the Crystalens IOL, 1.486 for the PMMA cornea and IOL of 
the physical model eye, and 1.336 for the saline solution). (8) Fan and 
optical distortion correction, by propagating the geometrical distances 
along the directional cosines of each ray, taking into account the 
refraction that occurs at each interface between media of different 
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refractive indices [Ortiz et, 2010]. (9) Surface fitting to spherical 
surfaces in a 3-mm diameter optical zone with respect to corresponding 
surface apex.  

(10) Anterior segment biometry: central corneal thickness (CCT), 
anterior chamber depth (ACD), crystalline lens thickness (CLT), 
intraocular lens thickness (ILT), intraocular lens position (ILP), and 
lens IOL tilt (IT) were computed from the corrected 3-D OCT images. 
CCT is defined as the distance between the anterior and posterior 
corneal apexes. ACD is defined as the distance between the posterior 
corneal surface apex and the anterior crystalline lens surface apex. CLT 
and ILT are defined as the distance between the anterior and posterior 
lens surface apexes. ILP is defined as the distance between the posterior 
corneal surface apex and the anterior IOL surface apex. The 3-D 
Euclidean distances were obtained by direct subtraction of the apexes 
coordinates obtained from the fittings of the surfaces to spheres, after 
optical distortion correction. Figure 2 illustrates these definitions, in a 
3-D OCT section of the anterior segment in an eye with a natural 
crystalline lens (prior to cataract surgery) -left panel- and the same eye 
after IOL implantation -right panel-.  

 
Fig. 10.1. Illustration of the biometry evaluation from 3-D anterior segment sOCT. 
(a) Pre-cataract surgery: CCT Central Corneal Thickness (in white) ACD Anterior 
Chamber Depth (in red) and CLT central Lens Thickness (in yellow). (b) Post-
cataract surgery with IOL implantation: CCT Central Corneal Thickness (in white), 
ILP Intraocular Lens Position (in light green ) and ILT Introcular Lens Thickness (in 
orange). 

Crystalline lens/ IOL decentration is defined as the lateral Euclidean 
distance between the IOL center and the pupil center. Lens tilt is 
defined as the angle between the axis of the lens and the pupilary axis. 
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The Lens/IOL axis ( ) has been defined as the vector that joins the 
apexes of the anterior and posterior lens surfaces [de Castro et al 2007]. 
The pupillary axis ( ) has been introduced as the vector that joins the 
center of curvature of the anterior cornea and the pupil center. The 
angle between axes is obtained by the scalar product of those vectors, 
from which (Equation 10.1). The horizontal and vertical components of 
the tilt are obtained, following a sign convention similar to that 
reported by Rosales et al [2008] Figure 10.2 Illustrates the crystalline 
lens (left panel) and IOL (right panel) axes, and the pupilary axis, 
defining lens tilt.  

0
Figure 10.2. Illustration of the lens tilt evaluation: Pre-cataract surgery (a), and post-
cataract surgery with IOL implatation (b). Vector P (in blue) is the pupillary axis, 
and  L (in purple) is the Lens/IOL axis. 

10.3. Results 
10.3.1. OCT-based lens tilt measurement: validation on an in vitro 
physical model eye 
The images obtained from the physical model eye were processed using 
the developed image analysis and distortion correction algorithms. 
Validation of the retrieved radii of curvature of the artificial cornea and 
lens, in comparison with nominal data were described in a recent study 
[Ortiz et al 2012b]. Figure 10.3 shows the measured horizontal tilt 
values in the physical model eye versus the nominal amount of tilt set 
in the micrometer stage that holds the lens (varied between -5 and 5 
deg). There is an excellent correlation between nominal and measured 
values, with an average deviation of less than 0.3 deg from nominal 
values. As expected, the y-axis tilt remains constant through 
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measurements (measured y-axis values ranging between -3.76 and -
4.07 deg). Slight variations could be associated to manual rotation of 
the IOL.  

 
Figure 10.3.  Comparison of the nominal tilt introduced  in the lens of the physical 
model eye, and the tilt estimated from the OCT images.  

10.3.2. In vivo 3D anterior biometry: cornea and crystalline lens/IOL 
3D anterior segment biometry (cornea and lens/IOL) is described after 
full distortion corrections. Radii of curvature of all the surfaces (Table 
10.1) were obtained from sphere fitting. There is a high measurement 
repeatability, including pre- and post-operative corneal measurements. 
The 3.9% variation in the anterior corneal surface in the anterior 
corneal radius of curvature could be caused by a slight corneal 
relaxation with the incision [Merriam et al 2003].  

 
Table 10.1. Radii of curvature of the corneal and crystalline lens/IOL surfaces from sphere fitting  

 Radii of curvature (mm) 

 
Anterior 
cornea 

Posterior 
cornea 

Anterior 
lens 

Posterior 
lens 

     

Pre-op 
(lens) 7.41±0.03 6.82±0.08 8.34±0.25 6.39±0.14 

Post-op 
(IOL) 7.70±0.01 6.80±0.11 6.97±0.06 8.73±0.14 
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Table 10.2 shows thickness and interocular distances of the ocular 
components (CCT, ACD/ILP and CLT/ILT), and tilt and decentration 
of the crystalline lens/IOL). The anterior surface of the IOL was placed 
400 µm behind the natural crystalline lens. CLT is consistent with the 
average 73-year old lens thickness [Dubbelman et al, 2001]. Both the 
crystalline lens and IOL were tilted decentered with respect to the 
pupilary axis and center in the same direction, but significantly 
different amounts. According to existing conventions [Rosales et al, 
2008], negative horizontal decentration stands for nasal (in left eyes), 
and positive vertical decentration for superior. Positive tilt around the 
horizontal axis (Tilt x) indicates that the superior edge of the lens is 
moved forward. Negative tilt around the vertical axis (Tilt y), in left 
eyes, indicates that the nasal edge of the lens is moved forward.  

Table 10.2. Anterior segment biometry of the corneal and crystalline lens/IOL 

 Anterior segment biometry(mm) 

 
CCT ACD/ELP CLT/cIOLt 

Tilt (x)* 

(deg) 

Tilt (y)** 

(deg) 
Decentration 

(x) 
Decentration 

(y) 

        

Pre-op 
(lens)º 0.49±0.01 3.14±0.04 4.24±0.05 1.89±0.32 -2.47±0.16 -0.66±0.05 0.17±0.06  

Post-op 
(IOL) 0.47±0.01 3.56±0.10 1.33±0.05 0.04±0.03 -0.77±0.10 -0.26±0.02 0.39±0.07  

        

*Tilt (x) stands for tilt around x-axis (superior/inferior tilt); **Tilt (y) stands for tilt around y-axis 
(nasal/temporal tilt) 

10.4. Discussion 
We have presented new methodology for 3-D biometry of the anterior 
segment of the eye based on quantitative OCT, and its application in 
cataract surgery. 3-D measurements allowed interocular distances and 
thickness to be measured along the objectively identified axes (as 
opposed to single A-scan measurements which rely on patient’s 
fixation). In addition, this is, to our knowledge, the first time that the 
crystalline lens and IOL tilt and decentration have been measured in 3-
D using OCT. This information, along with full corneal topography 
[32,35,36] and axial length measurements, is extremely valuable to 
improve biometric pre-operative evaluations of cataract surgery, and 
therefore the selection of the most appropriate IOL design and power, 
as well as to fully characterize surgical outcomes and optical 
performance in pseudophakic eyes. In particular, quantitative 3-D OCT 
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anterior segment geometry and biometry will help to improve IOL 
selection by: (1) providing true corneal power, from anterior and 
posterior corneal radius of curvature; (2) providing 3-D data for non-
paraxial 3-D ray tracing calculations of IOL power calculations and 
beyond this, full customization of the IOL design; (3) improving 
accuracy in interocular distances estimations; (4) greatly improving the 
Estimated Lens Position, which is a key parameter in IOL power 
calculations [Norrby et al, 2008]. 3-D quantitative views of the full 
anterior segment of the eye pre- and post-operatively will provide 
important insights into the pre-operative anatomical parameters 
affecting the positioning of the implanted IOL beyond the recently 
explored pre-operative ACD and ILT [Olsen, 2006].  
The geometrical values retrieved for the patient reported in this study 
are consistent with previously reported values in the literature. 
Dubbelman et al. [Dubbelman et al, 2001a, and 2006], using corrected 
Scheimpflug imaging in a population of 102 subjects of different ages, 
reported values of corneal radii of curvature [Dubbelman et al, 2006], 
and a linear regression of crystalline lens radii of curvature and lens 
thickness as a function of age [Dubbelman et al, 2001b]. For a 73-year 
old eye, the predicted radii of curvature from Dubbelman’s expression 
are: 7.79 and 6.53 mm (anterior and posterior cornea), 8.74 and 5.32 
mm (anterior and posterior lens), and 4.30 mm for LT, which are very 
close to the values that we found in this study for a patient of the same 
age (7.41, 6.82, 8.32, 6.39 and 4.24 mm, respectively). The measured 
ACD in our patient (3.14 mm) is within the range of values reported in 
the literature for a similar age (2.87 to 3.80 mm). 
Post-operative measurements are interesting to assess possible changes 
in corneal shape with incision [Merriam et al, 2003]. We found the pre-
operative anterior cornea to be slightly steeper than the post-operative 
cornea. Further analysis of the corneal elevation maps, available from 
OCT, could reveal changes in astigmatism and other high order terms 
[Marcos et al, 2007]. Post-operative 3-D biometry reveals interesting 
features concerning IOL positioning, which are essential to refine 
estimates of the IOL position (ELP, used in IOL power calculations), 
and understand the stability of the IOL and its optical performance. 
ELP depends on individual anatomical parameters (fully available with 
the reported methodology) and the IOL platform and haptic design. The 
particular design of the IOL of the example (an accommodating IOL, 
expected to move axially upon an accommodative effort) may explain 
the relatively forward position of the lens –and therefore relatively 
lower post-operative ACD compared to that obtained with common 
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monofocal IOLs (i.e. 3.91±0.28 mm, as obtained for the single-piece 
aspheric IOL using OCT [Zhang et al, 2010]).  
As the IOL design becomes more sophisticated, there is an increasing 
interest in the assessment of IOL tilt and decentration, and its potential 
impact on optical quality. Previous studies used Purkinje or 
Scheimpflug imaging to measure IOL alignment in normal young eyes, 
and pseudophakic eyes implanted with aspheric monofocal IOLs [de 
Castro et al, 2006, Tabernero et al, 2006a and b, Rosales et al, 2007,]. 
In this study, we report for the first time full measurements and 
validations of IOL tilt and decentration obtained from OCT images. We 
found amounts and orientations in the natural lens of the patient of 
study within the range of previous studies [Philips et al, 1988 and 
Rosales et al, 2006]. In addition, as observed in previous studies, the 
IOL showed decentration and tilt in the same direction as the natural 
lens, although the amounts varied slightly. The analysis of the 
anatomical and IOL design factors (i.e. haptic design) influencing IOL 
tilt and decentration is interesting for improvement of IOL design 
parameters. 
Customized model eye´s using anatomical information for each patient 
has been shown to provide excellent predictions of wave aberrations 
(estimated from ray tracing) in pseudophakic eyes, compared to 
measurements of ocular aberrations performed in the same eye [Rosales 
et al, 2007]. As cataract surgery heads towards ray-tracing calculations 
of IOL power, and to customized IOL designs, it becomes more 
important to obtain accurate biometric parameters. Fully quantitative 
OCT-based 3-D geometry, and biometry obtained from the same 
instrument holds promise to become a primary tool in the cataract 
surgery practice.  
10.5. Conclusions 
Anterior segment OCT provided with full distortion correction and 
automatic analysis tools allowed quantification of the human biometry 
in vivo in 3-D previous and after cataract surgery. The retrieved radii of 
curvature from OCT, previous operation, agree with phakometric data 
previously reported using Scheimpflug and Purkinke image along one 
meridian. Biometric pre and post-operative parameters CCT, ACD/ILP, 
CLT/ILT Tilt and decentration are retrieved with a very high degree of 
accuracy. IOL was placed 400 µm behind the natural crystalline lens. In 
the reporteded patient the IOL tilt and decentration preserved the 
orientation of the natural lens (lens tilted with the superior and nasal 
edge forward, and decentered superiorly and nasally); pre-operative tilt 
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was 3.11 deg and decentration 0.77 mm; post-operative tilt was 0.77 
deg and decentration 0.47 mm. OCT-based biometry is a promising 
tool to investigate the changes after cataract surgery; the contribution of 
the IOL location and tilt to the overall retinal image quality, and in the 
design of new IOLs.  
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Chapter 11 
Conclusions 

This thesis addresses the development of Optical Coherence 
Tomography technology for imaging and quantification of the anterior 
segment of the eye. The developed methodology includes hardware and 
quantification of OCTs for 3D imaging of the anterior segment of the 
eye. These developments have been applied to the geometrical 
characterization of the cornea and the lens, in normal, pathological and 
treated eyes. 
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In this thesis we accomplished the following achievements. 

• Design, developement and implementation of a TD-OCT with a 
confocal channel.   

• A novel ray tracing method based on Delaunay triangulation 
and radial basis functions as interpolants for optical propagation 
of rays. 

• Theoretical fan distortion prediction based on the optical 
configuration of the TD-OCT, including simulations and 
calculations to find the optimal optical configurations of the 
instrument.  

• Calibration of the TD-OCT for compensating the residual fan 
distortion, providing quantitative topograhies of artificial 
surfaces and ex-vivo corneas.  

• A procedure for calibrating OCT applicable to any anterior 
segment OCT instrument, with quantitative applications in 
artificial surfaces, ex-vivo and in-vivo corneas. 

• A method for correcting the optical (refraction) distortion in 3-
D for retrieving accurate geometry of surfaces imaged through 
preceding refracting surfaces. The method was evaluated 
through with simulations for the anterior segment of the eye and 
experiments on artificial surfaces of known geometry, ex-vivo 
and in-vivo corneas and lenses. 

• A set of image processing tools for analysis of OCT 3D images 
including: denoising, statistical thresholding, clustering, 
distortion corrections, 3-D merging, optical distances 
interpolation, surface denoising and quadric fittings 

• Fan-distortion correction of anterior corneal maps from OCT 
and comparison with other clinical devices such as Scheimpflug 
and videokeratography. 

• Characterization of a keratoconic cornea before and after the 
implantation of intra corneal ring segments (ICRS), providing 
anterior and posterior corneal radii of curvature, asphericities, 
topographic maps and thickness maps, and positioning in depth 
and rotation of the ICRS with respect to the pupil plane. 
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• 3-D geometrical characterization of the crystalline shape in 
vivo, including anterior and posterior lens radii of curvature, 
aspheriticy, thickness and elevation maps. 

• Full biometry of the anterior segment of the eye pre- and post- 
cataract surery, including crystalline lens and intraocular lens 
position and alignment. 

 
 

The development of the experimental methodology proposed in this 
thesis allows to conclude that: 

1. It is possible to perform an accurate and efficient ray 
tracing, based on Delaunay decomposition and Radial Basis 
Functions, on regular or random grids of points surfaces from 
either analytical, noisy or free-form surfaces, as the obtained by 
clinical instruments. 

2. A proper and reliable correction of fan distortion is 
critical for OCT-based quantitative measurements of the surface 
topography. After calibration, measurement discrepancies on 
ophthalmic surfaces were less than 0.2% for the radius of 
curvature compared with measurements obtained with a 
profilometer. Not correcting for fan distortion produced 
discrepancies of up to 12%. 

3. It is possible to correct for fan distortion in any anterior 
segment OCT instrument. Topography after fan distortion 
correction proved extremely accurate, in comparison with non-
contact profilometry, tested on artificial surfaces of known 
geometry. Discrepancies less than 1% were obtained in 
measurements of both corneal radius of curvature and 
asphericity were observed.  
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4. It is possible to obtain OCT-based anterior corneal 
topographies comparable to state-of-the-art clinical topography 
systems (Scheimpflug and Placido-disk videokeratoscopy). 

5. 3-D correction of optical distortion in OCT images 
allowed reliable quantitative reconstruction of the ophthalmic 
and ocular surface internal topography. Differences less than 
3.1% and 8.1% in radius of curvature were observed in the 
reconstruction of an in-vivo human cornea, compared with data 
obtained from corrected Scheimpflug camera. 

6. OCT quantitative imaging allows comprehensive 3-D 
quantitative analysis of the keratoconic cornea, and of the 
changes produced by ICRS treatment, as well as monitoring of 
the ICRS 3-D location. Preoperatively, average vertical and 
horizontal corneal radii of curvature were 7.03 and 6.51 mm, 
5.97 and 6.32 mm for the anterior and posterior cornea 
respectively, and the minimum corneal thickness was 353 µm. 
ICRS implantation produced a significant flattening of the 
anterior corneal surfaces (vertical: 7.16 mm, and horizontal: 
6.90 mm and a steepening of the posterior cornea was (vertical 
5.36 mm; horizontal 6.08 mm) a redistribution of thickness 
within the optical zone (minimum thickness: 429 µm). 

7. Anterior segment OCT provided with full distortion 
correction and automatic analysis tools allowed quantification 
of the human crystalline lens in vivo in 3-D. The retrieved lens 
radii of curvature from OCT agree with phakometric data 
previously reported using Scheimpflug and Purkinke image 
along one meridian. The anterior lens radii of curvature ranged 
from 10.27 to 14.14 mm, and the posterior lens radii of 
curvature ranged from 6.12 to 7.54 mm. Surface asphericities 
ranged from -0.04 to -1.96. Surface lens astigmatism was 
significant, with the anterior lens typically showing horizontal 
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astigmatism (  ranging from -11 to -1 "m) and the posterior 
lens showing vertical astigmatism (  ranging from 6 to 10 
"m). 

8. It is possible to obtain OCT-based 3-D quantitative 
biometry of the human anterior segment in vivo previous and 
after cataract surgery. The method was tested on an in vitro 
artificial eye with known surfaces geometry at different 
orientations and demonstrated on an aging cataract patient in 
vivo. Biometric parameters CCT, ACD/ILP, CLT/ILT Tilt and 
decentration were retrieved with a very high degree of accuracy. 
IOL was placed 400 µm behind the natural crystalline lens. The 
IOL was aligned with a similar orientation of the natural lens 
(2.47 deg superiorly), but slightly lower amounts (0.77 deg 
superiorly). The IOL was decentered superiorly (0.39 mm) and 
nasally (0.26 mm). 
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Future work 
Calibration of fan distortion in commercial devices. The developed 
technology for distortion correction and quantification can be applied to 
commercial devices. The first results on an Optopol HR system are 
promising [Siedlecki et al, 2012b]. 

Fan distortion optimization for 3-D acquisition. The possibility of 
producing new sample arms architectures should be explored in order 
to reduce the magnitude of fan distortion without compromising its 
acquisition speed.   

Radiometric calibration of OCT. The possibility of calibrating the OCT 
radiometrically will open the new venues of exploring the amount of 
light back-reflected by the sample in every pixel and relate it to the 
tissue scattering properties 

Follow-up of the keratoconus patients. The location and effect of ICRS 
implanted in keratoconus patients on anterior and posterior corneal 
topography, corneal thickness and corneal aberrometry are being 
studied longitudinally on a larger sample of patients. Topographic and 
thickness maps along time, as well as, the possible changes in location 
(depth and orientation) of the ICRS. 

Correction of GRIN in-vivo. In other studies in our laboratory (de 
Castro et al.) OCT has been used in combination with tomographic 
algorithms to reconstruct the GRIN distribution in the crystalline lens 
in vitro. We will address the optical distortion correction if OCT 
crystalline lenses in vivo assumming a GRIN distribution inside the 
lens, and attempt the reconstruction of the lens GRIN in vivo. 

Accommodation topography. When a near object is imaged the lens 
changes its anterior and posterior surfaces being more curved 
[Helmholtz, 1855]. Crystalline lens topography will be also studied as a 
function of accommodation. High speed OCT also allows acquiriion of 
cross-sections of the crystalline lens dynamically as a function of 
accommodation. 

Changes in Crystalline lens topography with accommodation and 
aging. The current thesis has provided for the first time the topography 
of the human lens in vivo, using OCT. We will study the shape a 
topography of the crystalline lens as a function of accommodation in 
vivo. Similarly, the changes in the topography of the anterior and 
posterior lens (and their relationship) will be studied as a function of 
age. 
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Cataract surgery and performance of new IOLs. In this thesis we have 
demonstrated quantitative full 3-D imaging in eyes before and after 
cataract surgery. We will use this technology to fully characterize the 
performance of state of the art IOLs, such as accommodating IOLs, 
with the use of fully OCT-based custom eye models. 
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